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Abstract

Galaxy formation is an enormously complex discipline due to the many physical pro-
cesses that play a role in shaping galaxies. The objective of this thesis is to study galaxy
formation with two different approaches: First, numerical simulations are used to study
the structure of dark matter and how galaxies form stars throughout the history of the
Universe, and secondly it is shown that observations of gamma-ray bursts (GRBs) can be
used to probe galaxies with active star formation in the early Universe.

A conclusion from the hydrodynamical simulations is that the galaxies from the state-
of-the-art cosmological simulation, Illustris, follow a tight relation between star formation
rate and stellar mass. This relation agrees well with the observed relation at a redshift
of z = 0 and z = 4, but at intermediate redshifts of z ' 2 the normalisation is lower
than in real observations. This is highlighted as an important problem to solve in future
cosmological simulations. Another important result from this thesis is that abundances
of different chemical elements (e.g. Fe, S, and Ni) can be measured out to z ' 5 with GRB
host observations. Pushing the observations of chemical abundances to higher redshift is
important, since it helps constraining chemical evolution models at high redshift.

A new project studying how the population of galaxies hosting GRBs relate to other
galaxy population is outlined in the conclusion of this thesis. The core of this project will
be to quantify how the stellar mass function of GRB host galaxies is affected by the fact
that GRBs appear mainly to happen in low-metallicity galaxies. Solving this problem will
make it possible to derive the total cosmic star formation rate more reliably from number
counts of GRBs.
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Opsummering (danish)

Galakser er komplekse systemeter bestående af stjerner, gas og mørkt stof. I denne afhan-
dling studeres bl.a. hastighedsfordelingen af mørkt stof partikler (afsnit 2 og 3), hvordan
stjerner bliver dannet i store computersimuleringer af galaksedannelse (afsnit 4) og ob-
servationer af gamma-glimt. Kapitel 2-7 er hver baseret på en artikel. Nedenfor er en
opsummering for hvert af de forskellige emner, som studeres i denne afhandling:

• I kapitel 2 og 3 studeres computersimuleringer af strukturer af mørkt stof. De to
kapitler fokuserer på hastighedsfordelingerne af mørkt stof partikler. En speciel
egenskab ved mørkt stof partikler er, at hastighedsdispersionen ikke nødvendigvis
er den samme i alle retninger i modsætning til normale gas-partikler, som har en
isotrop hastighedsfordeling. Hvis σrad er hastighedsdispersionen målt i den radielle
retning af en mørkt stof hob, og σtan er den totale hastighedsdispersion i tangentielle
retninger, så kan man definere hastighedsanisotropien som

β(r) = 1− σ2
tan

2σ2
rad
, (1)

hvor r er strukturens radius. Med denne definition så har strukturer med en dominerende
radiel hastighedsdispersion β > 0, og strukturer med dominerende tangentiel dis-
persion β < 0. I simuleringerne, som præsenteres i kapitel 2 og 3, studeres opførslen
af β(r). I stedet for at udregne β(r) ved hjælp af sfærisk midling over hele struk-
turen (som det oftest gøres i litteraturen), så måles β(r) i forskellige kegler ud
igennem de analyserede strukturer. Det vises, at strukturer der har gennemgået et
galakse-sammenstød, har meget forskellige β-profiler i forskellige retninger. Struk-
turer der er dannet i idealiserede simuleringer ved hjælp af et sfærisk kollaps har
derimod sfærisk symmetriske β-profiler. For galakser i det virkelige univers er
galaksesammenstød hyppige, så derfor forventes det at haloer i virkeligheden også
vil have β-profiler, som ikke er sfærisk symmetriske. Derimod er det mere sandsyn-
ligt at β-profilerne bestemmes af de seneste galaksesammenstød samt af strukturer,
der er faldet ind i galakser.

• Illustris-simuleringen (www.illustris-project.org) er en af verdens største
og mest præcise simuleringer af galaksedannelse. I kapitel 4 studeres det hvordan
og hvornår galakser danner deres stjerner i Illustris. Et af Hovedresultaterne for
dette studie er at der eksisterer en tæt sammenhæng mellem en galakses stjernedan-
nelsesrate og den totale masse af stjerner i galaksen. Ved rødforskydning z = 0 og
z = 4 stemmer den simulerede relation overens med observationer, men ved z = 2
er normaliseringen af den simulerede relation for lav. Dette problem fremhæves
som værende et vigtigt problem at løse for galaksedannelsesmodeller. For at løse
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dette problem er det sandsynligvis nødvendigt at lave nye modeller for hvordan
stjerner dannes i galakser.

• I sektion 5, 6 og 7 præsenteres tre studier af observationer af gamma-glimt, som er
korte intense udbrud af gamma-stråling. I afsnit 5 præsenteres en observation af et
gamma-glimt, som viser sig at stamme fra en stjerne, der er kollapset og derefter
eksploderer som en supernovae. I kapitel 7 bliver gamma-glimt brugt til at studere
dannelsen af grundstoffer 1.2 milliarder år efter big bang (dvs., for 12.6 milliarder år
siden). Observationerne viser at det totale metalindhold er lavere end i Solen i dag,
men et bemærkelsesværdigt resultat er forholdet mellem mængden af forskellige
tunge grundstoffer (S, Fe, Ni) er identiske dem forholdene fra Solen. Dette er en
indikation af at grundstofferne, som var til stede 1.2 milliarder år efter big bang, er
dannet på samme måde som grundstofferne i Solen.
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Chapter 1

Introduction

This thesis is a collection of the first-author articles I have done during my PhD. The
articles span a wide variety of subjects, including studies of the dynamics of dark matter
systems (collisionless dynamics), star formation in galaxy formation simulations, and the
progenitors and galaxy-sites of gamma-ray bursts (GRBs). Common for all these chapters
is that they aim to improve our understanding of the physics of galaxy formation. Below
is a short introduction to each of these topics with a focus on the connection between
them.

1.1 Dark matter and collisionless dynamics

The majority of the matter in the Universe is in the form of dark matter (Planck Collab-
oration, 2013). While the actual physical nature of the dark matter remains an unsolved
problem in cosmology there is generally consensus about the existence of dark matter in
the Universe. Examples of observations that supports the existence of dark matter are
galactic rotation curves (showing that the mass of galaxies is larger than that accounted
for by stars and gas, Rubin et al. 1980), the Bullet cluster (where the baryonic matter is
separated from the peak of the mass distribution; Clowe et al. 2006), and the velocity
dispersion of galaxies inside galaxy clusters (Zwicky, 1933). In the ΛCDM theory, the
paradigm in which this thesis is written, a key driver of structure formation is the gravi-
tational attraction from the dark matter in the Universe (for an introduction to structure
formation, see Dodelson, 2003).

Dark matter is often modelled as a collisionless fluid that only interacts through grav-
ity. The 6-dimensional phase-space density of collisionless matter at a position x and
velocity v is denoted by the distribution function, f(x,v) (see Binney & Tremaine 2008).
This function is usually normalized, so the integral over the entire phase-space equals the
mass of the system, ∫

f(x,v)d3xd3v = M. (1.1)

From the distribution function it is e.g. easy to obtain the mass density at a given point
in space,

ρ(x) =

∫
f(x,v)d3v. (1.2)
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The time-evolution of a collisionless fluid is governed by the collisionless Boltzmann equa-
tion,

df

dt
= 0, (1.3)

i.e. the density of phase-space is conserved when following the flow of a fluid element.
Equation (1.3) can be derived by combining the continuum equation and Newtons equa-
tions of motion.

Section 2 and 3 of this thesis present studies of idealised simulations of e.g. collision-
less mergers and the collapse of collisionless structures. These simulations were designed
to imitate the mergers occurring between dark matter halos and the collapse of struc-
tures in the Universe. In these simulations the 6-dimensional phase-space is discretized
by a number of Lagrangian interpolation points, which moves with the flow of the fluid.
These interpolation points are usually just called dark matter particles, and their motion
can be calculated by integrating Newtons 2nd law in the potential arising from all the
particles in the simulation (Stadel, 2001; Springel, 2005).

My initial motivation for doing collisionless simulations was to study an attractor pro-
posed by Hansen et al. (2010). In this study different halos were exposed to perturbations,
and it was seen that all halos ended up obeying the same relation between the velocity
anisotropy parameter (β), the slope of the density profile (γ ≡ d log ρ/d log r), and the slope
of the radial velocity dispersion profile (κ ≡ d log σ2

rad/d log r). The velocity anisotropy
parameter quantifies how much the velocity dispersion differs in the radial and the tan-
gential direction at a given radius of a halo,

β(r) = 1− σ2
tan

2σ2
rad
, (1.4)

with σrad being the radial velocity dispersion and σtan being the total tangential disper-
sion. In Hansen et al. (2010) this attractor was discovered by perturbing different halos
by artificially interchanging energy between particles. In Chapter 2 of this thesis it is
studied whether mergers produce halos that are on the attractor, and in Chapter 3 the
same thing is studied for a wide range of physical setups; e.g. collapse-simulations and
halos undergoing radial orbit instabilities. In addition to study whether halos end up on
the attractor, it is also examined how the velocity anisotropy parameter and halo shape
behave in the various simulations.

1.2 Galaxy formation and hydrodynamical simulations

As outlined above one of the key drivers of halo formation is the growth of dark matter
halos. In order to explain the formation of galaxies, it is, however, necessary to account
for additional baryonic physics. In the theory of galaxy formation galaxies form when gas
falls into halos, accretion shocks form, and the gas starts to cool and forms stars (White
& Frenk, 1991). An important question for galaxy formation models is to understand
the physics of star formation and related feedback processes. It is established that stars
form in dense giant molecular clouds (GMCs), but the detailed physics of such clouds
are far from understood (Stahler & Palla, 2005). Processes that are likely important for
the formation of stars in molecular clouds are the formation of H2 (H2-cooling is impor-
tant for creating star-forming cores), gravitational attraction (which compresses GMCs),
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magnetic fields and turbulence (they suppress the collapse of clouds). In addition to the
limited understanding we have of the formation of stars inside GMCs, it is also unknown
how the actual process of star formation affects the gas in the GMC. A popular idea about
star formation in GMCs is self-regulation, where the two processes of expulsion of gas
around recently formed stars and the formation of dense regions in GMCs balance each
other, and lead to a quasi-equilibrium state of star formation in galaxies (Mo et al., 2010).

This thesis contains a study of star formation in a hydrodynamical simulation of
galaxy formation. The analysed simulation is the Illustris simulation, which is a large-
scale cosmological simulation, which simulates the formation and evolution of more than
30000 galaxies in a cosmological box of size 106.25 Mpc. In addition to including the
collisionless dynamics describing the distributions of dark matter, the simulation also
includes stars, gas, stellar feedback, feedback from black holes, chemical evolution and
several other astrophysical processes. With such a simulation it is possible to compute a
wide range of galaxy properties, for example stellar masses, halo masses, the morphol-
ogy of galaxies, and colours of galaxies. Chapter 4 studies star formation properties of
galaxies with a focus on the relation between star formation rates and stellar masses, the
formation of stars in dark matter halos with different masses, and star formation histories
of individual galaxies.

1.3 Introduction to gamma-ray bursts and their host galaxies

Gamma-ray bursts are spectacular explosions that are so energetic that a single burst can
dominate the entire gamma-ray radiation on the sky. GRBs are split into two populations
with different durations (Kouveliotou et al., 1993): bursts with durations shorter than two
seconds are classified as short bursts and bursts with longer durations are long bursts.

The long GRBs are associated with short-lived massive stars, and they therefore probe
galaxies and GMCs with active star formation. Ground-based observations of GRB after-
glows have led to the discovery of some of the most distant galaxies ever observed, e.g.
GRB 090423 at a spectroscopic redshift of z = 8.2 (Tanvir et al., 2009) and GRB 090429B
with a photometric redshift of z ' 9.4 (Cucchiara et al., 2011). Observations of such dis-
tant systems make GRBs an ideal probe of star formation at high redshift; Tanvir et al.
(2012) for example shows that GRBs at high redshifts probe low-luminosity galaxies that
are not detectable in normal flux-limited galaxy surveys.

1.3.1 The progenitors of gamma-ray bursts

In this thesis various aspects of GRBs are examined. In Chapter 5 the detection of a
gamma-ray burst (GRB 101219B) with an associated core-collapse supernova (SN) is re-
ported. Such an observation is important since it directly proves the relation between
GRBs and the collapse of massive stars. At the time of observation several other gamma-
ray bursts with an associated supernova had been observed, but 101219B was special
because it has an unusual high redshift of z = 0.55. Within a few years several other
supernovae were detected in the optical spectra of gamma-ray bursts; for example GRB
091127 (z = 0.49; Berger et al., 2011). Very recently, it has been shown that the supernovae
associated with GRBs potentially can be used as cosmological standard candles (Cano &
Jakobsson, 2014; Li et al., 2014). Establishing that GRB-supernovae can be observed at
cosmological distances (at z = 0.55) is of high importance, since it shows that GRBs can
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potentially be used to measure the cosmic expansion at such redshifts with the observa-
tional instruments currently available. Also note, that new observational facilities, such
as the James Webb Space Telescope, potentially can probe cosmic expansion at even higher
redshifts with GRBs (see discussion in Li et al. 2014).

1.3.2 X-ray observations of gamma-ray burst afterglows

The intense gamma-ray emission in GRBs is usually followed by a multi-wavelength af-
terglow, which is believed to arise from cooling processes in the ultra-relativistic shock,
that appears when the ejecta from a GRB progenitor interacts with the interstellar medium
in the host galaxy of the GRB. The afterglows have spectral energy distributions follow-
ing a function with multiple broken power laws from the X-ray to radio energies (Sari
et al., 1998). Chapter 6 studies the early X-ray afterglow of a large sample of gamma-ray
bursts. One motivation for this study is to search for signs of black-body emission (in
addition to the normal GRB afterglow) from supernovae at very early times (e.g. within a
few minutes) after the GRB explosion. From such a detection it would likely be possible
to learn something new about supernovae, since they are normally first detected weeks
after the explosion. In this study 7 bursts with excess X-ray emission at early times were
found. Under the assumption that this emission comes from a black body component,
radii and temperatures of the emitting regions are derived. The derived radii are a few
orders of magnitudes larger than the typical sizes of Wolf-Rayet stars, which are believed
to host gamma-ray bursts, so it is possible that the emission originates from a medium
surrounding the progenitor star (as suggested by Friis & Watson 2013).

1.3.3 Probing star formation at high redshift

As already mentioned the long GRBs are probes of star-forming environments. With
spectroscopy of afterglows, it is possible to obtain column densities of HI and metals
along GRB sight-lines (Fynbo et al., 2009), and the intrinsic broken power law nature of
GRB afterglows makes them suitable for extracting dust extinction curves for the host
galaxies (Krühler et al., 2011; Zafar et al., 2011). Chapter 7 studies the environment of a
z = 5 gamma-ray burst. This study focuses on the metallicity and dust properties of the
sight line through the galaxy hosting the gamma-ray burst. Observing such quantities
for GRB host galaxies in the early Universe is interesting for many reasons: the measure-
ments of the dust-to-metals ratio of high-z systems can help constraining dust-production
mechanisms (see Chapter 7 for details), and the metallicity patterns at z ' 10 − 20 can
help constraining properties of population III stars (Bromm & Loeb, 2006). At the time
of publication the galaxy studied in Chapter 7 was the highest redshift GRB host galaxy
with a well-measured metallicity. This was therefore an important step towards measur-
ing the metallicity content of galaxies at even higher redshift.

4



Bibliography

Berger E., et al., 2011, ApJ, 743, 204

Binney J., Tremaine S., 2008, Galactic Dynamics: Second Edition. Princeton University
Press

Bromm V., Loeb A., 2006, ApJ, 642, 382

Cano Z., Jakobsson P., 2014, ArXiv: 1409.3570

Clowe D., et al., 2006, ApJ, 648, L109

Cucchiara A., et al., 2011, ApJ, 736, 7

Dodelson S., 2003, Modern cosmology. Academic Press. ISBN 0-12-219141-2

Friis M., Watson D., 2013, ApJ, 771, 15

Fynbo J. P. U., et al., 2009, ApJS, 185, 526

Hansen S. H., Juncher D., Sparre M., 2010, ApJ, 718, L68

Kouveliotou C., et al., 1993, ApJ, 413, L101

Krühler T., et al., 2011, A&A, 534, A108

Li X., Hjorth J., Wojtak R., 2014, ArXiv: 1409.3567

Mo H., van den Bosch F. C., White S., 2010, Galaxy Formation and Evolution. Cambridge,
UK: Cambridge University Press, 2010

Planck Collaboration 2013, ArXiv: 1303.5076

Rubin V. C., Ford W. K. J., . Thonnard N., 1980, ApJ, 238, 471

Sari R., Piran T., Narayan R., 1998, ApJ, 497, L17

Springel V., 2005, MNRAS, 364, 1105

Stadel J. G., 2001, PhD thesis, UNIVERSITY OF WASHINGTON

Stahler S. W., Palla F., 2005, The Formation of Stars. Wiley-VCH, ISBN 3-527-40559-3.

Tanvir N. R., et al., 2009, Nature, 461, 1254

Tanvir N. R., et al., 2012, ApJ, 754, 46

5



White S. D. M., Frenk C. S., 1991, ApJ, 379, 52

Zafar T., et al., 2011, A&A, 532, A143

Zwicky F., 1933, Helvetica Physica Acta, 6, 110

6



Chapter 2

Collisionless dynamics I: mergers
between dark matter halos

This chapter contains the following article:

Asymmetric velocity anisotropies in remnants of collisionless merg-
ers

Published in Sparre & Hansen, 2012, JCAP,07,042

Authors: Martin Sparre & Steen H. Hansen

Abstract

Dark matter haloes in cosmological N-body simulations are affected by processes such
as mergers, accretion and the gravitational interaction with baryonic matter. Typically
the analysis of dark matter haloes is performed in spherical or elliptical bins and the ve-
locity distributions are often assumed to be constant within those bins. However, the
velocity anisotropy, which describes differences between the radial and tangential veloc-
ity dispersion, has recently been show to have a strong dependence on direction in the
triaxial halos formed in cosmological simulations. In this study we derive properties of
particles in cones parallel or perpendicular to the collision axis of merger remnants. We
find that the velocity anisotropy has a strong dependence on direction. The finding that
the direction-dependence of the velocity anisotropy of a halo depends on the merger his-
tory, explains the existence of such trends in cosmological simulations. It also explains
why a large diversity is seen in the velocity anisotropy profiles in the outer parts of high-
resolution simulations of cosmological haloes.

2.1 Introduction

In the ΛCDM-paradigm the first bound dark matter haloes are formed through the col-
lapse of overdense regions, which have decoupled from the Hubble expansion. These
haloes grow when they accrete matter from their surroundings and when they merge.
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Understanding merger remnants is therefore essential in order to understand the dark
matter distribution in the universe.

The dark matter (DM), making up most of the matter in the universe Riess et al. (1998);
Perlmutter et al. (1999); Komatsu et al. (2011), consists of particles interacting so weakly,
that haloes can be well modelled with collisionless mechanics. An example of evidence
for this collisionless nature of DM comes from observations and simulations of the Bullet
Cluster Clowe et al. (2006); Bradač et al. (2006); Springel & Farrar (2007); Mastropietro &
Burkert (2008), which consists of two merging galaxy clusters with the collisional bary-
onic matter separated from the collisionless dark matter.

A difference between collisional and collisionless particles is that collisionless parti-
cles tend to have anisotropic velocity distributions, typically parametrised by the velocity
anisotropy parameter Binney & Tremaine (2008),

β(r) ≡ 1− σ2
tan(r)

2σ2
rad(r)

, (2.1)

where σtan is the total tangential velocity dispersion at a given radius (r), and σrad is the
radial velocity dispersion. The velocity distributions are radially dominated for β > 0,
tangentially dominated for β < 0, and isotropic for β = 0. In cosmological simulations
the β-profiles increase from β ' 0 in the central regions to β ' 0.25 at r−2 (Diemand et al.,
2004; Ludlow et al., 2011), which is the radius with a density slope of γ = −2, where

γ ≡ d log ρ

d log r
. (2.2)

At larger radii the β-profiles vary from halo to halo.
Dark matter haloes from cosmological simulations have universal pseudo-phase-space

density profiles following power laws (Taylor & Navarro, 2001),

ρ/σ3
rad(r) ∝ r−α, (2.3)

with α ' 1.91 (Ludlow et al., 2011). The density profiles are also universal (Navarro et al.,
1996, 1997), with γ ' −1 in the inner parts and γ ' −3 in the outer parts. Typically haloes
are parametrised with the NFW-profile, or the Einasto profile (Gao et al., 2008; Navarro
et al., 2010). The universality of the density- and the pseudo-phase-space-density-profile
in cosmological haloes determines σ2

rad(r). The velocity anisotropy, however, remains
undetermined.

In an attempt to understand the physics of the velocity anisotropy, several studies
have examined β-profiles in non-cosmological simulations. A linear relation Hansen &
Moore (2006); Hansen & Stadel (2006) between β and γ is consistent with the inner parts
of cosmological haloes. More recently a 1-dimensional relation (an attractor) between
β, γ and the slope of the radial velocity dispersion profile has been found in controlled
non-cosmological simulations Hansen et al. (2010); Barber et al. (2012). A tight relation
between β and γ, which is predicted by this attractor, is, however, not consistent with the
large scatter seen in the outer parts of cosmological haloes. In the two proposed relations,
which determines β(r) from a given density profile, γ(r), it is implicitly assumed that β
is constant in spherical or elliptical bins.

In a detailed study of a cosmological halo (Zemp et al., 2009), it has, however, been
found that β behaves differently along different axes. The aim of this paper is to show
that such direction-dependent β-profiles can arise because of mergers. We will address
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this issue by studying the velocity anisotropy in different directions of merger remnants,
to see whether β-profiles are direction dependent. In our analysis we will cut out cones
of particles in different directions, and then calculate β and other variables for the par-
ticles inside each cone. In Section 2.2 we will present merger simulations, and in Sec-
tion 2.3 we will map the velocity anisotropy parallel and perpendicular to the collision
axis and determine whether they are different. We also show how structures are affected
by smooth accretion (Section 2.4), and skymaps of the β-profiles are presented (Section 2.5).
Section 2.6 discusses relations between β and γ, and Section 2.7 examines pseudo-phase-
space density profiles. We also discuss the shape of the merger remnants (Section 2.8).

Throughout this paper we will use units withG = 1 and let log x denote the logarithm
with base 10.

2.2 The merger simulations

2.2.1 Initial conditions

We are interested in doing a simulation of the merging of two identical dark matter
haloes. To do so Eddington’s formula Eddington (1916) (with β = 0) is used to gener-
ate a halo with a Hernquist density profile Hernquist (1990),

ρ(r) =
ρ0

r/rs

1

(1 + r/rs)3
. (2.4)

We choose ρ0 = 1/2π and rs = 1, which gives a structure with a total mass of 1. The
density profile is truncated at a radius of 10rs. This density profile is chosen because of
its simple analytical properties, and because it resembles Springel et al. (2005) the NFW-
profile, which describes haloes in cosmological simulations.

As initial conditions two such structures are generated, and placed 20rs away from
each other along the x-axis. 106 collisionless particles are used to represent each halo.
The haloes approached each other with an initial velocity of 80% the escape velocity at
this distance for an isolated Hernquist halo. Simulations were run with no impact param-
eter, and with an impact parameter of 10rs (in the y-direction) and with the same initial
velocity and initial offset along the x-axis.

Simulations were also made with an Osipkov-Merritt model Osipkov (1979); Merritt
(1985) (still following the Hernquist profile described above) with the velocity anisotropy
given by

β(r) =
r2

r2 + r2
a
, (2.5)

where ra is the anisotropy radius, which we fix to 1.2rs. An anisotropy radius slightly
larger than rs is chosen to avoid instabilities Meza & Zamorano (1997).

Simulations with 1:10 mergers were also performed (only for the model with β = 0).
A structure, identical to the β = 0 model defined above, was collided with a Hernquist
structure with a 10 times lower total mass and a rs-value and cutoff radius 3 times smaller.

2.2.2 Simulation details

The public version of the N-body simulation code Gadget-2 Springel (2005) was used to
run the simulations. All particles were collisionless and a spline softening of 0.015 was
used in all simulations. All simulations were run for 300 time units.
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Figure 2.1: Properties of particles inside a cone parallel and a cone perpendicular to the collision
axis are studied. Particles outside the cones are not shown.

2.3 Analysing particles in cones

To map the velocity anisotropy in the remnants, we defined cones pointing along the x-,
y- and z-axis. The angle between the position vector (r) of a particle and a unit vector (n̂)
pointing in the direction of a cone is θ = arccos(n̂ · r/|r|). We chose the cones to have an
apex angle of 45◦, so a particle is inside a cone if θ ≤ 22.5◦. The cones are centered in the
center of the merger remnants, i.e. at the position of the particle with the lowest potential.
Figure 2.1 shows the particles in two cones for one of the merger remnants.

2.3.1 Major mergers

First the remnant of the major merger simulation for the βinitial = 0-haloes without an
impact parameter is studied. Figure 2.2 (left panel) shows the velocity anisotropy in cones
along each axis. Also shown is the spherically averaged value of β(r). In the cone point-
ing in the direction of the collision axis (x-axis) the β-profile is clearly different from β
in the two perpendicular cones along the y- and z-axis. In the inner parts (with r < 1)
β is almost constant (β ' 0.2 − 0.4) along the collision axis, whereas it is an increasing
function of radius in the two other cones.

In the figure an arrow marks the radius of r−2, which has been found by examin-
ing γ(r). For a Hernquist profile, which was used as initial conditions in the simulation,
r−2 = rs/2. In cosmological simulations the virial radius is typically 10r−2 (Macciò et al.,
2008), and in our simulations this is also roughly the radius, to which structures are equi-
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Figure 2.2: Properties of particles in cones along the x-, y- and z-axis are analysed together with
the particles in spherical bins. The merger has no impact parameter, and the collision axis is the
x-axis. βinitial = 0 for the haloes. The left panel shows the velocity anisotropy in each cone, and the
right panel shows the total, the tangential and the radial velocity dispersion in each cone. The grey
arrow shows the radius, where γ = −2.

librated.
The radial (σrad), tangential (σtan) and total (σ) velocity dispersions for each of the

three cones are shown in the right panel of Figure 2.2. Most striking is the significantly
lower value of the tangential dispersion along the collision axis. The radial dispersion
profile is nearly the same in all the cones.

Figure 2.3 shows how the velocity anisotropy and the velocity dispersions (upper pan-
els) depend on the local density in each cone. Using ρ as the abscissa corresponds to
binning particles of equal density. β(ρ) and σ2(ρ) are clearly different in the three cones,
so the β-profiles and the velocity dispersions are not constant along contours of equal
density.

Another observation (lower panels) is that the slopes, γ(r), of the density profiles are
similar along the different axes, but the actual value of ρ, is significantly larger in direction
of the collision axis.

Comparison with the Via Lactea II halo

In the Via Lactea II simulation (Diemand et al., 2008) local properties of a Milky-Way-like
halo have been examined (Zemp et al., 2009). A direction-dependent β-profile is found in
the inner parts (at 8 kpc) of the halo: along the major axis β is larger (0.2 . β . 0.45), than
along the intermediate axis (−0.1 . β . 0.25) and the minor axis (−0.65 . β . −0.1).

Section 2.8 will analyse and discuss the shape of the haloes from all our simulations.
It will be found, that the merger remnant, which we have just studied, is elliptical with
a major axis pointing along the x-direction. We can therefore confirm the finding (from
(Zemp et al., 2009)) that β is largest along the major axis. Another similarity between our
halo and the Via Lactea II halo is that the β-profiles are spherically symmetric at larger
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Figure 2.4: The mean kinetic energies in the x-, y- and z-direction along the three axes. Kx in the
cone along the y-axis is larger than Ky in the cone along the x-axis. This shows that there is more
kinetic energy along the collision axis of the merger remnant than along the other axes.

radii (e.g. 10r−2).

The redistribution of kinetic energy

Imagine two merging haloes, A and B, approaching each other with a velocity similar to
the escape velocity at the cluster’s separation distance. Seen from the center of mass of
haloA, the particles from halo B have much larger kinetic energies along the collision axis
than along the perpendicular axes due to the relative motion of the haloes. The reason
why merger remnants have different β-profiles in different cones is likely that merging
processes are inefficient at transferring the kinetic energy along the collision axis, into
kinetic energy along the other axes. Many particles in a merger remnant are likely left on
non-spherical orbits, where they oscillate back and forth along the collision axis. Such a
scenario is perfectly consistent with what we see in Figure 2.2.

To test this explanation further the kinetic energies (Kx, Ky and Kz) along each axis
are calculated in each cone, see Figure 2.4. Along the collision axis (x), we find that
Ky ' Kz at all radii. Along the y-axis, Kx is larger than Kz at all radii. This supports our
claim, that the kinetic energy is not totally redistributed from the direction of the collision
axis to the perpendicular directions in a merger.

An observation is that Kx ' Ky in the outer parts of the cone along the y-axis. This
means that in a cone perpendicular to the collision axis, we have that σ(collision axis) '
σrad in the outer parts.

2.3.2 The effect of an impact parameter

The presence of impact parameters breaks the rotation symmetry around the collision
axis (which was present in the simulation without impact parameters), since the merging
haloes are spiralling around each other in the x-y plane.

Figure 2.5 shows the anisotropy and the velocity dispersions, when an impact pa-
rameter of 10rs is present. The rotation velocity at a given radius was subtracted before
the velocity dispersion in a given bin was calculated. The velocity anisotropy is constant
and positive in the inner regions in both the x- and in the y-direction, and negative in
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Figure 2.5: The velocity anisotropy and the velocity dispersion for the major merger simulation
with an impact parameter. The merging process is taking place in the x-y plane.

the z-direction. It is different from the simulations without impact parameters, where β
was negative in both the y- and the z-direction. The spherically averaged β-profile has a
non-monotonic shape, similar to what is found in other studies of major merger remnants
(e.g. McMillan et al. (2007)).

The velocity dispersions are similar in all the three cones, except for the inner parts,
where the cone in the z-direction has a larger tangential and a lower radial dispersion.

2.3.3 Major mergers with Osipkov-Merritt haloes

Figure 2.6 shows the remnant of two Osipkov-Merritt haloes collided without an impact
parameter. In this case the merger remnant again had different velocity anisotropies and
velocity dispersions in the different cones.

Before the progenitor cores touched each other, the two haloes were clearly more elon-
gated, when visually inspected, than for the βinitial = 0 mergers. Instabilities, such as the
radial orbit instability, are therefore likely play an important role, and such instabilities
might be the reason why the velocity anisotropies are not the same in the y- and the
z-direction, which would be expected from the symmetries of the initial conditions.

2.3.4 Minor mergers

Figure 2.7 shows the velocity anisotropies in a 1:10 merger remnant for a simulations
without an impact parameter. Three sets of particles are analysed: i) all the particles in
the simulation (left panel), ii) the particles that started in the small halo (central panel) and
iii) the particles originating from the main halo (right panel). The particles from the main
halo remain at β = 0, and are almost unaffected by the merging process. The particles
from the small halo are in orbits with β = 0.3 − 1.0. When all particles are analysed β
is positive (β '0.4) along the collision axis, but a nearly isotropic velocity distribution
(β ' 0.1) are present in the perpendicular directions.

With an impact parameter present the velocity anisotropies are as shown in Figure 2.8.
The main halo particles remain at β = 0, but the spherically averaged β-profiles are again
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Figure 2.6: Same as Figure 2.2, but with initial haloes following Osipkov-Merritt models.

positive due to the contribution from the particles from the small halo. Also note that the
velocity anisotropy in the y-direction is larger than in the simulation without an impact
parameter.

The complicated direction-dependence of the velocity distributions in the minor merger
remnants, is likely similar to the direction-dependent velocity structure in the substruc-
ture of cosmological simulations (Lisanti & Spergel, 2011).

2.4 The effect of an accretion process

Like mergers, smooth accretion of matter is a very important process for the build up of
structure in the universe. We now want to study how the asymmetric β-profiles in merger
remnants are affected by a spherically symmetric perturbation that mimics smooth accre-
tion.

In the remnant of the major merger simulation without an impact parameter (from
Section 2.3.1), we inserted particles in a spherical shell in the region, 4.8 < r/r−2 < 15,
with a density profile following, ρ(r) ∝ r−2. Each particle has a radial infall velocity
identical to the escape velocity at its position. The number of particles in the shell and the
mass of each particle are the same as in the major merger simulations (2 × 106 particles
with a total mass of 2). The simulations were run for 300 time units, which corresponds
to 250 dynamical times,

√
r3/GM(r), at r−2 of the final structure, and 20 dynamical times

at 10r−2.
Figure 2.9 shows the evolution of the density profiles for the particles that started in

the merger remnant, and for the infall particles that started in the shell. The infall particles
only gives a minor contribution to the central densities of the final structure (. 5%).

Figure 2.10 shows the anisotropy for the final structure for all the particles, the ac-
creted particles and the particles that started in the merger remnant. For all sets of par-
ticles, β is largest in the x-direction, and smaller in the directions perpendicular to the
merger axis. An interesting observation is that the β-profiles of the accreted particles are
very similar to the β-profiles of the particles from the merger remnant.
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Figure 2.7: Particles in a remnant of a 1:10 merger without an impact parameter are analysed in
cones. The left panel shows all the particles in the simulation, the central panel shows particles that
started in the small halo, and the right panel shows particles from the main halo.
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Figure 2.8: Same as Figure 2.7, but with an impact parameter along the y-axis.
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Figure 2.9: The initial conditions and the results of the simulations, where a merger remnant (grey
points) is perturbed by a process that mimics smooth accretion. A group of particles accretes onto
the structure from a shell at radii 4.8 < r/r−2 < 15 (black circles).

We conclude that the asymmetric velocity anisotropies remain asymmetric, when per-
turbed by this accretion process.

2.5 Skymaps of the anisotropies

So far we have focused on analysing particles in cones in the x-, y- and z-direction. We
will now take a more detailed look on the angular dependence of the β-profiles. To do
so we distributed 192 points on a sphere using the HEALPIX framework (Górski et al.,
2005), and defined a cone pointing in the direction of each point. The apex angle was still
45◦, so the cone angle is larger than the size of one pixel.

Figure 2.11 shows a Mollweide projection (which is heavily used in CMB analysis) of
β at a radius of 0.35 for the major mergers with βinitial = 0. Figure 2.12 shows the same
plot for the major merger with an impact parameter along the y-axis, and Figure 2.13
shows the minor merger without an impact parameter.

In the Mollweide projection the positive x-direction is in the center of the plot, and
negative x-direction are the points most to the right and left. The positive z-direction is
the top point, and the negative z-direction is the bottom point. The y-axes are in the two
points between the positive and negative x-axis (the positive y-axis is to the right, the
negative to the left).

A visible effect is that the presence of an impact parameter breaks the symmetry along
the y-z plane in Figure 2.12. It is also clear that the minor merger, mostly affects β along
the infall direction (Figure 2.13).
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Figure 2.10: The velocity anisotropy of the particles in the accretion simulation. The left panel
shows β(r) for all the particles in the simulation, the central panel shows the particles from the
accretion shell, and the right panel shows the particles that started in the merger remnant.

-0.2 0.35

Figure 2.11: Skymap of β of the major merger with βinitial = 0.
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Figure 2.12: Skymap of β of the major merger with βinitial = 0 and an impact parameter along the
y-axis.
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Figure 2.13: Skymap of β of the minor merger with βinitial = 0 and no impact parameter.
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Figure 2.14: β(γ) profiles for the remnant of the major merger between the βinitial = 0 haloes (with
and without an impact parameter), and the major merger with two Osipkov-Merritt haloes. The
remnants are compared between two proposed β(γ)-relations: β = −0.2 × (γ + 0.8) (Hansen &
Stadel, 2006) and the attractor (the grey lines are taken from (Hansen et al., 2010)). The left panel
shows spherically averaged profiles, the central panel shows a cone along the collision axis, and
right panel shows a cone perpendicular to the collision axis.

2.6 β-γ relations

We will now compare the merger remnants with the β-γ relation (Hansen & Stadel, 2006),
β = −0.2× (γ+0.8), and the attractor (Hansen et al., 2010; Barber et al., 2012). Figure 2.14
(left panel) shows the spherically averaged β(γ) profiles for the major merger remnants.
The central panel and the right panel show the same for the cones along the x- and y-axis,
respectively.

The β-γ relations are clearly not obeyed in the two plotted cones, but the spherically
averaged β-profiles are in good agreement with the two predictions in the inner parts
with γ > −2.2. The outer parts with γ < −2.2 deviate from the relations. It is seen that
the spherically averaged β- and γ-profiles obey the β-γ-relations at the radii, where the
β-profile is direction-dependent.

We see that the spherically averaged β(γ) profile in the outer parts is strongly depen-
dent on a remnants merging history. This finding can explain the large scatter of β(γ)
between haloes in cosmological simulations (Ludlow et al., 2011). In Figure 2.2, 2.3 and
2.6, we also find that β(r) depends on the detailed merging history, so we conclude that
the differences in β(r) from halo to halo in cosmological simulations can be caused by
their different merging histories.

2.7 Pseudo-phase-space density profiles

The pseudo-phase-space density profiles (PPSD’s), ρ/σ3
rad and ρ/σ3, of the major merger

remnants with βinitial = 0 are shown in Figure 2.15. The profiles are scaled with a factor
of r1.91, which roughly would give a constant in cosmological simulations (Ludlow et al.,
2011). In both remnants the normalizations of the PPSD-profiles depend on the cone-
direction. The best-fitting value for α only has a small variation from cone to cone.

In several studies dynamical constraints of dark matter haloes have been derived by
assuming a radial power law behaviour of ρ/σ3

rad or ρ/σ3 (Hansen, 2004; Austin et al.,
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is multiplied with a factor of 2 for presentation reasons.

2005; Dehnen & McLaughlin, 2005). In the merger remnants this assumption is however
not correct, due to the different normalizations from cone to cone, so such an approxima-
tion does not describe the full dynamics of the remnants.

2.8 The shape of the haloes

Is is established that a merger with two spherical haloes without angular momentum
results in a prolate halo with a major axis along the collision axis (Moore et al., 2004).
With angular momentum an oblate remnant is found and its short axis is aligned with the
angular momentum vector (Moore et al., 2004). It has also been shown that the potential
and velocity contours of a halo are more spherical than the density contours (Allgood
et al., 2006; Kuhlen et al., 2007).

In our merger remnants we measure the minor to major axis ratio, c/a, by comparing
density profiles in cones through points distributed uniformly of a sphere (with the same
method as in Section 2.5). To be explicit we will find the maximum and minimum values
of the radius for a given density, and then calculate the ratio between these two radii. The
shape will only be determined at r = 1.

For all the mergers without an impact parameter the halo shapes were aligned with
the collision axes. For the major mergers with βinitial = 0 the axis ratio was 0.59, for the
minor merger we found a ratio of 0.84, and for the Osipkov-Merritt model we found 0.53.
For the major merger with an impact parameter we found a ratio of 0.7, and for the minor
merger with an impact parameter we found 0.86 with a major axis in the xy-plane and a
minor axis along the z-axis.

By visually inspecting the major remnants we found, that the zero impact parameter
collisions produced prolate haloes. The major merger with an impact parameter pro-
duced an oblate halo with a major axis in the xy-plane, and a minor axis along the z-axis.
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Our simulations are therefore consistent with the discovery in (Zemp et al., 2009), in
which it was discovered that β is aligned with the shape of cosmological haloes, with
positive β-values along the major axis, and negative β-values along the minor axis.

The cosmological halo from the Via Lactea II simulation is prolate with c/a = 0.52
and b/a = 0.62, where b/a is the ratio between the intermediate axis and the major axis.
In this sense the Via Lactea II halo is similar to the haloes without an impact parameter,
which are also prolate. In cosmologically realistic haloes the exact shape and asymmetric
nature of the velocity anisotropy will, however, likely be determined by several minor or
major mergers, and therefore be more complicated, than the haloes studied in this article.

2.9 Conclusion

We have analysed the velocity distributions in different cones centered on merger rem-
nants. The velocity anisotropy profiles and the velocity dispersions in the different cones
behaved differently. This was both the case for major mergers with and without impact
parameters, and for minor mergers. We also demonstrated that these asymmetries are
not washed out by a process that mimics smooth accretion. Since mergers are frequent
in the real universe, it is therefore not surprising that similar asymmetries are present in
cosmological haloes (Zemp et al., 2009).

In the various merger simulations, the behaviour of β(r) in the outer parts had a huge
dependency on the initial conditions. We therefore conclude, that the different behaviour
of β(r) from halo to halo in cosmological simulations can be caused by their different
merger histories.

Several studies (Lynden-Bell, 1967; Nakamura, 2000; Hansen, 2009; Hjorth & Williams,
2010; Williams & Hjorth, 2010; Williams et al., 2010; Kang & He, 2011; Hansen & Sparre,
2012) have attempted to derive or characterise distribution functions of completely re-
laxed haloes from first principles. We have demonstrated that merger remnants have the
merger history encoded in their velocity anisotropy profiles, and they are therefore not
expected to follow simple distribution functions, where β is constant within spherical
bins or along the isodensity contours. Furthermore it is also clear that the β-γ relation or
the attractor are not obeyed in all cones in merger remnants. We do, however, find that
the spherically averaged properties of haloes obey these relations in the inner parts.

Finally, we note that the merger history likely is important for observational aspects
of the dark matter haloes. This is exemplified through a correlation between the asym-
metric nature of the velocity anisotropy of haloes and the surrounding large-scale struc-
ture (Wojtak et al., 2012), along which matter accretion typically occurs (Libeskind et al.,
2011), and the differences in the line-of-sight velocity dispersions of galaxies along the
major and minor axes of galaxy clusters (Skielboe et al., 2012).
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Chapter 3

Collisionless dynamics II: more
idealized simulations of dark matter
halos

This chapter contains the following article:

The behaviour of shape and velocity anisotropy in dark matter
haloes

Published in Sparre & Hansen, 2012, JCAP,10,049

Authors: Martin Sparre & Steen H. Hansen

Abstract

Dark matter haloes from cosmological N-body simulations typically have triaxial shapes
and anisotropic velocity distributions. Recently it has been shown that the velocity anisotropy,
β, of cosmological haloes and major merger remnants depends on direction in such a way
that β is largest along the major axis and smallest along the minor axis. In this work we
use a wide range of non-cosmological N-body simulations to examine halo shapes and
direction-dependence of velocity anisotropy profiles. For each of our simulated haloes
we define 48 cones pointing in different directions, and from the particles inside each
cone we compute velocity anisotropy profiles. We find that elongated haloes can have
very distinct velocity anisotropies. We group the behaviour of haloes into three different
categories, that range from spherically symmetric profiles to a much more complex be-
haviour, where significant differences are found for β along the major and minor axes.
We encourage future studies of velocity anisotropies in haloes from cosmological simu-
lations to calculate β-profiles in cones, since it reveals information, which is hidden from
a spherically averaged profile. Finally, we show that spherically averaged profiles of-
ten obey a linear relation between β and the logarithmic density slope in the inner parts
of haloes, but this relation is not necessarily obeyed, when properties are calculated in
cones.
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3.1 Introduction

The gravitational potential of galaxies and galaxy clusters are dominated by dark matter
haloes. Such haloes have only been observed through their gravitational impact on other
objects: e.g. in the Bullet Cluster (Clowe et al., 2006; Bradač et al., 2006), the motion of
galaxies in clusters (Zwicky, 1933) and in the cosmic microwave background (Komatsu
et al., 2011). Therefore, the most fruitful way to study the detailed dynamics of dark
matter structures is through numerical simulations.

The formation and evolution of the large-scale structure in the universe can be simu-
lated with N-body codes, where the density field and velocity field of the dark matter are
represented by collisionless particles. In such simulations it is found, that the dark mat-
ter haloes follow a universal density profile, usually parametrised as an Einasto-profile
(Navarro et al., 2004) or a NFW-profile (Navarro et al., 1996). A different universality
is the pseudo-phase-space density profile, ρ/σ3

rad, which is a power law in radius (ρ is
the density and σrad is the radial velocity dispersion) (Taylor & Navarro, 2001; Hansen,
2004; Austin et al., 2005; Dehnen & McLaughlin, 2005). It is worth noting that particles
in subhaloes and streams do not follow this power law behaviour (Ludlow et al., 2011).
Subhaloes are also responsible for large peaks in the true 6-dimensional phase-space den-
sity distributions in haloes from cosmological simulations (Arad et al., 2004; Ascasibar &
Binney, 2005; Sharma & Steinmetz, 2006; Stadel et al., 2009; Ludlow et al., 2010).

The mass distributions of haloes from cosmological simulations are triaxial ellipsoids
with a major axis (with length a), an intermediate axis (with length b) and a minor axis
(with length c). If a ' b > c a halo is oblate (pancake shaped), if a > b ' c a halo is prolate
(cigar shaped), and if a ' b ' c a halo is spherical. High-redshift haloes are typically more
elongated than those at low redshift, and it is also a trend that light haloes are closer to
being spherical than massive haloes (Allgood et al., 2006). One possible mechanism that
likely is important for creating elongated haloes is mergers, that can produce both prolate
and oblate haloes (White, 1978; Moore et al., 2004).

Dark matter systems can have anisotropic velocity distributions. The anisotropy is
characterised by the velocity anisotropy parameter,

β(r) ≡ 1− σ2
tan

2σ2
rad
, (3.1)

where σrad is the velocity dispersion in the radial direction, and σtan is the total tangen-
tial velocity dispersion. β is positive in regions with radially dominated anisotropy, and
negative in regions with tangentially dominated anisotropy. The inner parts of haloes
in cosmological simulations have β-profiles (calculated in spherically averaged bins) in-
creasing from 0 in the deep interior to about 0.3 at the core radius (Diemand et al., 2004;
Cuesta et al., 2008; Ludlow et al., 2011; Lemze et al., 2012). The β-profiles in the outer
parts exhibit different behaviour from halo to halo.

From the outcome of a wide range of simulations (Hansen & Moore, 2006), a relation
has been suggested between the spherically averaged value of β at a given radius (r) and
the slope of the density profile,

γ(r) ≡ d log ρ

d log r
. (3.2)

The relation, β(γ) = −0.2 × (γ + 0.8), is valid in the inner parts of haloes in cosmologi-
cal simulations (Hansen & Stadel, 2006). A more recent relation, the attractor, was found
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in several different structures, which were exposed to an artificial process that instanta-
neously interchanged energy between particles (Hansen et al., 2010) (HJS). The role of the
attractor in cosmological simulations, however, remains undetermined.

There exists evidence that β-profiles are not spherically symmetric functions (or func-
tions that are constant along density or potential contours, if the structure is non-spherical)
in all dark matter haloes. In a detailed study of remnants of collisionless mergers, it has
been shown that the velocity anisotropy profiles of merger remnants exhibit different
behaviour depending on whether they are calculated along the major or the minor axis
(Sparre & Hansen, 2012). The behaviour of β were clearly correlated with the shape and
the orientation of the haloes, in such a way that the largest velocity anisotropy was found
along the major axis. Similar asymmetric β-profiles are also found in cosmological simu-
lations (Zemp et al., 2009).

The aim of this article is to study the behaviour of direction-dependent velocity anisotropy
profiles and halo shapes in a set of non-cosmological simulations. In section 3.2 we de-
scribe our simulations, and in section 3.3 we describe our analysis methods. Next (sec-
tion 3.4) we study the direction-dependence of β-profiles together with halo shapes, and
we compare our results to cosmological haloes in section 3.5. In section 3.6 we report halo
shapes and spherically averaged β- and γ-profiles. Finally we compare haloes with the
attractor from HJS (section 3.7).

3.2 Simulations

The overall purpose of our simulations is to expose haloes to a range of perturbations,
so we can study velocity anisotropy profiles and halo shapes in haloes formed in several
different ways. Simulation I is an artificial simulation, that involves an instantaneous
change in the gravitational potential, simulation II is the energy exchange perturbation
from HJS, simulation III is a collapse experiment, simulation IV involves multiple major
mergers, simulation V involves unstable haloes and simulation VI shows the effect of
substructure in a halo. An overview of parameters is given in Table 3.1, and an overview
of the initial structures is given in Table 3.2.

3.2.1 Simulation code

To run our simulations we used the N-body simulation code, Gadget-2 (Springel et al.,
2001; Springel, 2005). The simulations were run in a non-cosmological Newtonian box,
and we only used collisionless particles. For all the simulations the spline softening, η,
implemented in Gadget-2 was used. The time-step of each particle was calculated as
∆t = (2ηε/|a|)1/2 (for a discussion of time-step criteria see (Zemp et al., 2007)), where |a|
is the magnitude of the acceleration and ε is the accuracy parameter, which was set to
0.05 in our simulations. In all simulations the energy conservation was better than 1.0 %.

3.2.2 Simulation I – An instantaneous change in the potential

The first of our simulations will show how structures respond to a process, where the
gravitational potential changes instantaneously. Such a change perturbs the accelerations
in contrast to the perturbations of the velocities performed in HJS (see section 3.2.3 for
details).
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Table 3.1: The softening, the total mass and the gravitational constant in the simulations. rs ≡ 1
in all the initial structures.

Description Softening Mass G

I G-variations 0.0050 1 0.8− 1.2
II Energy exchange (HJS) 0.0050 1 1
III Cold collapse 0.0025 1 1
IV Multiple mergers 0.0050 128 1
V Unstable models 0.0050 1 1
VI Substructure 0.0015 1 1

Table 3.2: An overview of the structures in the simulations. The Colour and Symbol columns refer
to how structures are presented in figure 3.7-3.13.
a Same collision axis in the two last simulations.

Name ρ β Sim. Colour Symbol
A Hernquist 0 I and II maroon ♦
B 1/(1 + r)5 0 I and II red ◦
C Hernquist r2/(1 + r2), ran = 1.0 I and II orange /
D 1/(1 + r)3.5 r2/(1.52 + r2), ran = 1.5 I and II blue x
E Hernquist 0, Gaussian I and II pink ∗
F Hernquist 1/2, Gaussian I and II green +
G Hernquist r2/(1 + r2), Gaussian I and II black .
H Hernquist 1− r2/(1 + r2), Gaussian I and II yellow O
I Hernquist - III black ◦
J 1/(1 + r)5 - III black x

K Hernquist 0 IV red ♦
L 1/(1 + r)5 0 IV red ∗
M 1/(1 + r)3 0 IV red /
N Hernquist 0 IVa blue ◦
O 1/(1 + r)5 0 IVa blue ∗
P 1/(1 + r)3 0 IVa blue /

Q Hernquist r2/(0.22 + r2), ran = 0.2 V green, IC: blue /
R 1/(1 + r)5 r2/(0.22 + r2), ran = 0.2 V green, IC: blue ∗
S Hernquist 0 VI red, IC: black ♦, IC: ◦

28



First eight structures with different velocity anisotropies and density profiles were
created. The density profiles were of the form,

ρ(r) =
ρ0

(r/rs)
−ξ

1

(1 + r/rs)
−ζ , (3.3)

where rs is the scale radius and ρ0 is a normalization constant determining the total mass.
Six structures followed a Hernquist density profile (ξ = 1 and ζ = 3) (Hernquist, 1990),
one structure had (ξ, ζ) = (0, 3.5) and one structure had (ξ, ζ) = (0, 5).

Two of the structures were created using Eddington’s formula for β = 0 (Binney &
Tremaine, 2008), and two structures were Osipkov-Merritt models (Merritt, 1985; Osip-
kov, 1979) with velocity anisotropy profiles given by,

β(r) =
r2

r2
an + r2

, (3.4)

where ran is the anisotropy radius.
For four of the Hernquist structures the initial velocity distributions were Gaussian

distributions with velocity dispersions, σrad and σtan, calculated from the Jeans equation
(Hernquist, 1993). Structures with βinitial = 0, βinitial = 1/2, βinitial = r2/(1 + r2) and
βinitial = 1 − r2/(1 + r2) were created. Structures generated with this method are not in
perfect equilibrium, so simulations were run for 100 time units, where the structures had
time to equilibrate. We also ran such test simulations for the structures generated with
Eddington’s method and for the Osipkov-Merritt models to assure equilibration.

All structures had rs = 1, and ρ0 was chosen such that the total mass inside r = 13rs
was 1. When structures are created in this way the dynamical time, 1/

√
Gρ, for particles

inside r = 13rs is smaller than 100 time units, which is the duration of all our simulations.
The initial conditions were generated with G = 1. The structures used in this simulation
are identical to those used in HJS. The initial density profiles and velocity anisotropy
profiles are summarised in table 3.2.

The next step in our setup was to run a simulation for 100 time units, where the
gravitational constant was set to G = 0.8. In this time the structures expanded due to
the lowering of the potential. Next the gravitational potential was increased by setting
G = 1.2, which caused a contraction in the following 100 time units. We kept changing
between G = 1.2 and G = 0.8 every 100 time units until 2000 time units had passed. In
the last of these simulation we had G = 1.2. An additional simulation with G = 1.2 was
run for 100 time units, so the structures had more time equilibrate.

3.2.3 Simulation II – Exchange of energy

Simulation II is the simulation from HJS, where an exchange of kinetic energy between
particles in the same spherical bin was performed. The experiment was performed for
the haloes described in section 3.2.2. In each perturbation the kinetic energy of each
particle was multiplied by a uniformly chosen random number in the range [0.25, 1.75].
Conservation of the total energy was taken care of by scaling all the kinetic energies by
a constant (the constant was typically between 0.98 and 1.02). After this perturbation the
haloes were evolved in time with a N-body simulation code. 20 of such perturbations
(followed by time evolution of the system) were performed. See more details in HJS.
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3.2.4 Simulation III – A cold collapse experiment with substructure

In this simulation we want to assemble a structure through a violent relaxation process
(similar to (van Albada, 1982)), that mimics the way structures are assembled when they
collapse in the early universe. Our setup will be a main halo, which contains several
compact substructures. Initially, all particles had a velocity of zero, so this simulations
is therefore effectively a collapse simulation, where the substructures break the spherical
symmetry.

We distributed 5 × 105 particles according to a Hernquist density profile with rs = 1
and a cutoff at 200rs. Next 5 × 105 particles, with the same total mass as the main halo
particles, were distributed in 24 identical subhaloes, that also followed Hernquist profiles,
but with a scale radius of 0.5 and a cutoff radius of 5. The positions of the subhaloes
were sampled in the same way as the particles in the main halo. The total mass in the
simulation was 1. With this setup the time scale of the collapse is 2.45 times larger for the
main halo than in the subhaloes.

We ran the simulation for 200 time units, which corresponds to 200 dynamical times
at the scale radius for the initial structure. An additional simulation was run, where the
initial density profiles of the main halo and the subhaloes were,

ρ(r) =
ρ0

(1 + r/rs)
5 . (3.5)

We defined rs = 1, and ρ0 was found by defining the total mass of the halo to be 1.
Note that this simulation is a physically realistic experiment, in the sense that no

artificial perturbations has entered the simulation, even though the initial condition for
the collapse is different from that of cosmological simulations, e.g. because the initial
conditions have a cuspy density profile.

3.2.5 Simulation IV – Major mergers

Now we will build up a structure through major mergers. We first generated two iden-
tical structures with Eddington’s formula with β = 0. The two structures were collided,
and the remnant of this collision was duplicated and collided again. This procedure was
repeated until seven collisions were done. In the collisions the impact parameters were
0, and the collision axis changed from simulation to simulation1. The initial distances be-
tween the collided structures were 10.0, 12.5, 15.0, 25.0, 35.0, 40.0 and 50.0, respectively,
and the structures had initial relative velocities of 0.

There were 104 dark matter particles in the first simulation and 1.28 · 106 in the last
simulation. We used units where the total mass and rs of the initial structure were defined
to be 1, and a cutoff was made at a radius of 10. We ran the last simulation for 200 time
units, so the structures had time to first collide (it happened after ∼ 75 time units) and
then form a new equilibrated halo.

The simulations were done for initial structures following three different density pro-
files: a Hernquist profile, ρ(r) ∝ 1/(1 + r)3 and Eq. (3.5).

Additional simulations were run with the same three density profiles, but instead
of rotating the collision axis in the last simulation we used the same collision axis in
simulation 6 and 72.

1The collision axes were the following in the seven simulations: x, y, z, x, y, z, x. The structures were not
rotated between the simulations.

2So the collisions occurred along the following axes in the mergers: x, y, z, x, y, z, z.
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3.2.6 Simulation V – Unstable Osipkov-Merritt models

It is established that Osipkov-Merritt models following Hernquist profiles are unstable
for low values of ran (Meza & Zamorano, 1997), due to the onset of a radial orbit instability
(Barnes, 1985), which creates a bar structure in the center of the halo. In this simulation
we will study how such an instability affects the velocity anisotropy of a system. The
perturbations in this simulation are therefore non-spherical because of the formation of a
bar, despite the fact that initial conditions are spherically symmetric.

We ran simulations with two density profiles; a Hernquist profile and Eq. (3.5). In
both cases we defined rs = 1 and ran = 0.2rs. The total mass was 1. The two simulations
were run for 200 time units and 106 collisionless particles were used to represent each
halo.

3.2.7 Simulation VI – A halo and its subhaloes

To see how cosmologically realistic haloes are affected by the dynamical friction from the
subhaloes inside them, we generated a halo and subhaloes similar to what is found in the
Via Lactea II simulation, which contains a main halo with a mass of 1.94× 1012M� and a
tidal radius of 462 kpc (Diemand et al., 2008).

We used 106 dark matter particles to represent the halo and the subhaloes, but only
subhaloes heavier than 1.94×108M� (the mass of 100 particles) were included. In total 7%
of the mass was contained in subhaloes. All haloes followed Hernquist density profiles
with the same radius of maximum circular velocity, tidal radius, tidal mass, position and
velocity as in the public catalog from the Via Lactea II simulation. The velocities of the
main halo particles and the subhalo particles were sampled from velocity distributions
calculated using Eddington’s formula with β = 0. We ran the simulation for 100 time
units, which is the same as 100 dynamical times for a particle at the scale radius.

3.3 Analysis methods

3.3.1 Analysing particles in cones

In our analysis we will study particles in cones pointing in different directions. Each cone
has an apex angles of 45◦. For each particle and axis we calculate θ = arccos(n̂ · r/|r|),
where n̂ is a unit vector pointing in the direction of a cone, and r is a particle’s position
vector (seen from the center of the halo). Particles are selected to be contained in a cone,
if θ ≤ 22.5◦. Analysing structures in this way was also done in (Sparre & Hansen, 2012).

We created 48 cones centered on the most bound particle of each halo. To define the
pointing direction of each cone we generated 48 points on a sphere. The points were dis-
tributed in the same way as a sphere is divided into pixels in typical studies of the cosmic
microwave background (Górski et al., 2005). Note, that some cones will be overlapping
each other in space, because of our choice of apex angle and number of cones.

3.3.2 Determination of halo shapes

Halo shapes and orientations are determined from the eigenvectors and eigenvalues of
the moment of inertia tensor. First the shape in the central part is fitted with an ellipsoid,
and next the shape is determined as function of radius with the procedure described in
detail in (Katz, 1991). In the remaining part of this article we will refer to the shape found
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with this method as the shape of a halo. In the following section we will also discuss
contours of constant ρ and β in haloes, and in these cases we will explicitly mention,
what kind of contour we are working with, so the different types of contours can be
clearly distinguished.

Note that we in this article let r denote the physical radius, and not the elliptical radius
as it is done in some other studies.

3.4 The behaviour of velocity anisotropy and halo shape

To analyse the behaviour of shape and the direction-dependence of the velocity anisotropy
for our haloes, we will present plots of β(r) and ρ(r) through cones for a representative
selection of haloes from our simulations.

3.4.1 Category 1: Haloes with well-behaved β-profiles

Figure 3.1 shows halo H from simulation II, where structures were perturbed by varying
G in time. Each of the lines represent a property (β or ρ) calculated through a cone for the
structure. Also shown (in the right panel) are the axis ratios, c/a and b/a, calculated from
the inertia tensor. The plotted radii are in units of r−2 ≡ r(γ = −2).

The right panel shows the prolate shape of the halo. From the panel that shows ρ
in different cones, it can also be seen that the halo is elongated since there is an offset
between the densities in different cones. From the plot of β in different cones, it is seen
that β is systematically larger along the major axis than along the minor axis at any given
radius.

The contours of constant β are more elongated than the contours of constant ρ. The
minor to major axis ratio of each contour can be approximated by the length of the cyan
line segment in figure 3.1, and it is found that the β-contour has a minor to major axis
ratio of 0.1, and that the ρ-contour has a minor to major axis ratio of 0.6.

Halo A from simulation II, where a sudden change of particle energies was made, is
shown in figure 3.2. This halo is also close to being prolate, and we again see that the
largest velocity anisotropy is in the direction of the major axis3. The minor to major axis
ratio of the β-contour is 0.35 and the axis ratio from the density shape is 0.49, so we again
see that the β-contour is more elongated than the ρ-contour.

3.4.2 Category 2: Haloes with complex β-profiles

For halo H from the collapse simulation (figure 3.3) a slightly more complicated be-
haviour of β is seen. In the inner parts β is smallest along the minor axis of the density
ellipsoid, and in the outer parts it is largest along this axis. Such a crossover is absent in
the plot of ρ through different cones. Because of the crossover, the β-contours of the halo
do not have an ellipsoidal shape.

Figure 3.4 and 3.5 show more examples of haloes with β-profiles that are clearly not
ellipsoidal. For the merger remnant β is roughly constant and positive along the major
axis and monotonically increasing along the minor axis. This behaviour is consistent with
our previous study of major mergers (Sparre & Hansen, 2012). The instability simulation

3When 48 cones with apex angles of 45◦ are distributed on a sphere, it can happen that the minor axis (or
one of the other principal axes) is contained in several cones, since some of the cones are overlapping. This
is why several cones are marked as being along the minor axis in Figure 3.2.
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Figure 3.1: Velocity anisotropy profiles (left panel) and densities (central panel) calculated in 48
cones for halo H (a Hernquist profile with βinitial = 1− r2/(1 + r2)) from the simulation, where G
was changed instantaneously. Each line corresponds to a cone, and the coloured lines corresponds
to cones which coincides with one of the principal axes. The right panel shows the axis ratios as
function of radius. The cyan horizontal line segment in the left (central) panel shows the width of
a contour with β = 0.5 (log ρ = −4.17).
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Figure 3.2: This plot shows properties of halo A (a Hernquist profile with βinitial = 0) from simu-
lation II. As in figure 3.1, a larger β is found along the major axis compared to the minor axis at
all radii.

gives a complicated behaviour of both β, ρ and the axis ratios. Is is e.g. seen that ρ has
significant wiggles and bumps along the minor axis.

3.4.3 Category 3: The spherically symmetric haloes

Finally we will also note that perturbed haloes also can follow simple spherically sym-
metric distribution functions. Figure 3.6 shows halo A from simulation I, and it has a
spherical shape, and β-profiles behaving similarly from cone to cone.

3.4.4 A summary of the categories

To summarise the behaviour of velocity anisotropy and shape in our haloes, we have
grouped them into three categories:

1. One category is the triaxial haloes with β differing from cone to cone. The contours
of constant β are typically more elongated than the constant-ρ contours. Examples
of such haloes are shown in figure 3.1 and 3.2.

2. We also see examples of triaxial haloes, where the constant-β contours differ sig-
nificantly from triaxial ellipsoids (see figure 3.3-3.5). We do for example see haloes,
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Figure 3.3: Halo I (a Hernquist profile) from the cold collapse simulation. In the inner parts β is
largest along the major axis, whereas it is larger along the minor axis in the outer parts.
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Figure 3.4: Halo K (a Hernquist profile with βinitial = 0) from the merger simulation. Along the
major axis β is roughly constant in the inner parts, and along the minor axis it is monotonically
increasing.
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Figure 3.5: Halo R (ρ ∝ 1/(1 + r)5) from the instability simulation. The density profile of this halo
has several bumps and wiggles along the minor axis. β also exhibits different behaviour along
different axes.
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Figure 3.6: Halo A (a Hernquist profile with βinitial = 0) from the G-variation simulation. This
halo has a spherical shape and a spherically symmetric velocity anisotropy.

where β is largest along one axis in the inner parts, and smallest along this same
axis in the outer parts.

3. In our simulations we also see almost spherical structures, where β is behaving
similarly along each axis (see figure 3.6).

Note, that the above list is not supposed to be a comprehensive list of all possible
configurations of β- and ρ-profiles in dark matter haloes. The purpose of the list is to
highlight features, which have not been extensively studied in the literature.

3.5 Relating the results to cosmological haloes

3.5.1 Comparison with a cosmological halo

A study which also examines halo shapes and the direction-dependence of β-profiles is
the analysis of the Via Lactea II halo, where the probability distribution of the velocity
anisotropy, P (β), is calculated in four different radial bins, and along the major, interme-
diate and minor axes (see figure 7 from (Zemp et al., 2009)). The Via Lactea II halo has a
behaviour, which in several ways is consistent with our merger simulation in figure 3.4.
In both studies β is largest along the major axis (β ' 0.3 − 0.4) and smallest along the
minor axis (−0.6 . β . 0.0) in the inner parts. The values of β along the intermediate
axis are somewhere in between. The halo from the Via Lactea II simulation is close to
being prolate (c/a = 0.52 and b/a = 0.62), which is also similar to the behaviour of our
merger remnant. Due to the similarities with our merger remnants, we conclude that the
Via Lactea II halo is in category 2 of the categories from section 3.4.4.

Merging is not the only process that can produce a halo, which is similar to the Via
Lactea II halo. An example is the simulation of the unstable halo (figure 3.5), which has
a β-profile that behaves similarly to the mergers in the inner parts. The unstable halo is,
however, significantly more elongated than the Via Lactea II halo.

We encourage future studies of β-profiles of cosmological haloes to use cones, since it
reveals information about halo dynamics, which is hidden when properties are calculated
in spherically averaged bins.
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Figure 3.7: The spherically averaged velocity anisotropy profiles for the simulated haloes.

3.5.2 Spatial anisotropy of galaxy kinematics in galaxy clusters

In a recent study of galaxy clusters the line of sight velocity dispersion is calculated along
the major and minor axis for a stacked sample of 1743 galaxies from the SDSS survey
(Skielboe et al., 2012). It is found that a significantly larger velocity dispersion is found
for galaxies with positions along the major axis. The difference of the velocity dispersions
along the two axes is 38 ± 13 km/s. A possible explanation for this difference is the
direction-dependence of the velocity anisotropy profile, which we have studied in this
article. A different explanation could be that the cluster’s non-spherical mass-distribution
can produce different line-of-sight velocity dispersions along the minor and the major
axis, even though β has the same behaviour along these axes.

3.6 Spherically averaged profiles

In this section we will report the spherically averaged profiles of β and γ together with
the halo shapes.
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Figure 3.8: γ(r) for all the haloes.
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3.6.1 Velocity anisotropy profiles

Different trends are seen in the spherically averaged velocity anisotropy profiles of our
haloes, see figure 3.7. The setups in simulation I, II, III and V produce haloes with β ' 0
in the inner parts and β ' 0.8 in the outer parts. This is consistent with what is e.g.
reported in cold collapse simulations (van Albada, 1982; MacMillan et al., 2006).

The spherically averaged velocity anisotropy profiles of the merger remnants (simu-
lation IV) are typically increasing from β = 0 in the center of the halo out to the radius
with β = 0.3, where a maximum appears. This behaviour is similar to many cosmological
haloes (Ludlow et al., 2011), and in agreement with what is reported in other studies of
merger remnants (Moore et al., 2004; McMillan et al., 2007; Sparre & Hansen, 2012).

In the substructure simulation (simulation VI) only a tiny evolution of β(r) is seen,
which means that the dynamical friction from subhaloes only have a minor effect on
velocity anisotropy profiles. This is consistent with the finding that the density profiles
of cosmological haloes are not perturbed by the substructure (Moore et al., 1999).

3.6.2 γ-profiles

The six different physical processes in our simulations produce different γ(r)-profiles, see
figure 3.8. In simulation I and II a core where γ ' 0 appears in the inner regions (with
log r/r−2 . −0.5). Such a core is absent in the remaining simulations. In the outer regions
γ(r) seems to be around γ ' −3 in simulation I, II and III.

3.6.3 Halo shapes

A huge diversity is seen in the halo shapes in figure 3.9. Several of the haloes from simula-
tion I (withG-variations) are spherical and others are close to being prolate. In simulation
II, III, IV and V the shapes of the haloes are close to being prolate. The halo in simulation
VI (the simulation with subhaloes) remains spherical.
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Two cold collapse simulations are also shown. Right panel: The two haloes from the instability
simulation (V) and the subhalo simulation (VI).

3.7 Comparison with the attractor

An aim of the previous sections has been to examine the many different behaviours of
halo shapes and β-profiles of dark matter haloes. In the current section we will instead
look for similarities of the different haloes, and compare them with the attractor from
HJS.

3.7.1 Motivation for the attractor

The three quantities, β(r), γ(r) ≡ d log ρ/d log r and κ(r) ≡ d log σ2
rad/d log r, are clearly

of importance for spherical and static distributions of collisionless structures, since the
Jeans equation (Binney & Tremaine, 2008) can be written as

− GM(r)

rσ2
rad(r)

= γ(r) + κ(r) + 2β(r). (3.6)

This motivates an analysis of structures behaviour in the (β, γ, κ)-space. In the HJS-paper
such an analysis was made for the structures from simulation II (the energy exchange sim-
ulation), and in this 3-dimensional space all haloes followed a 1-dimensional relation, i.e.
an attractor. In this section we will compare this attractor prediction with our structures.

3.7.2 Comparing haloes with the attractor

First we will analyse structures in the (β, γ + κ)-projection, see figure 3.10. The points
show properties calculated in spherical bins distributed logarithmically in radius. For
simulation I, where G was changed multiple times, the different haloes end up on a one-
dimensional curve, like in HJS. The scatter at large β is smaller than in the original HJS-
simulations, and there is an offset towards smaller (γ+κ)-values in simulation I compared
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to the HJS-simulations (simulation II). The same trend is seen in the study of the attractor
by (Barber et al., 2012). The two haloes from the cold collapse simulations (simulation
III), also end up on the attractor in this projection.

Simulation IV involves multiple major mergers. The result of the three simulations
with different density profiles are shown as red points in figure 3.10. The blue points show
the additional simulations with identical collision axes in the last two simulations. The
spherically averaged profiles follow the attractor in the inner parts, even though β be-
haves different along each axis (see figure 3.4). When inspected the attractor is not obeyed
when β, γ and κ are calculated in cones.

The unstable model in Simulation V ends up close to the attractor. The halo in sim-
ulation VI is not perturbed enough by the presence of the substructures to be dragged
towards the attractor.

Different projections

In figure 3.11-3.13 the structures are plotted in the three principal projections, i.e. (γ, β),
(κ, β) and (γ, κ). In all projections there is a very good agreement between simulation I
and II, so from now we will define the attractor by the result of these two simulations.

In the (γ, β)-projection (figure 3.11) the cold collapse process produces haloes, which
are consistent with the attractor prediction. The spherically averaged properties of the
merger remnants follow the attractor in the inner parts. We also see that the haloes from
simulation I-IV follow the linear γ-β relation from Hansen & Stadel (2006) in the inner
parts, where γ & −2.2. The unstable model is not on the attractor.

In the (κ, β)-projection (figure 3.12) the collapse simulations are again close to the
attractor prediction, but some significant deviations are present in the inner parts with
β . 0.2. The merger simulations behave differently and the unstable models only follow
the attractor (in this projection) in the outer parts with β & 0.35.

Comparison with cosmological pseudo-phase-space densities

Figure 3.13 shows the simulations projected onto the (γ, κ)-plane, together with the rela-
tion, κ = 2

3(γ + α), which follows from the connection,

ρ/σ3
rad(r) ∝ r−α, (3.7)

with α = 1.91 (Ludlow et al., 2011), which comes from fitting cosmological haloes over
their entire radial ranges.

We see that the attractor prediction is inconsistent with the relation from Eq. (2.3),
which is obeyed by cosmological haloes. It can also bee seen that the inner parts of the
merger remnants and the haloes from the collapse simulations are closer to relation (2.3)
than the attractor prediction.

Energy exchange in the relaxation processes

The purpose of this subsection is to study the change of particle energies in the relaxation
processes. For our structures we identified the particles, that ended up in a thin spherical
shell centered at r−2 ≡ r(γ = −2) in the last snapshot, and monitored how their energies
changed through the simulation. In figure 3.14 we have plotted the dimensionless quan-
tity tdyn(r−2)× 〈|(dEi/dt)/Ei|〉 (Ei is the energy of the i’th particle, and 〈· · · 〉 denotes the
mean of the particles that ended up in the shell at r−2) as function of t/tdyn(r−2).
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Figure 3.11: A projection in the (γ, β)-plane. Also plotted is the linear relation (thick green line)
from Hansen & Stadel (2006).
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spherical shell around r−2 in the final snapshots. In the cold collapse simulation and the merger
simulations large changes in the energy of the particles appear. Much lower variations in the
energy are present in the simulation with the substructure. For reference an equilibrium structure
with no substructure is also shown.

For the cold collapse experiment (the structure following a Hernquist profile is shown),
the collapse begins immediately after the start of the simulation, and a redistribution of
the energy occurs. For the merger experiment (the Hernquist profile is shown) the ex-
change of energy grows in the beginning, where the two haloes approach each other, and
the largest peak occurs approximately when the two haloes collide for the first time (t '
40tdyn), and a smaller peak is present when they collide for the second time (t ' 55tdyn).
At later times the energy exchange is more than an order of magnitude lower than the
peak values for both experiments.

The energy exchange in the simulation with an unstable model (the structure follow-
ing Eq. (3.5) is shown) is weaker than in the collapse simulation and the mergers. The
instability causes the energy-exchange around the peak at t = 22tdyn. When inspecting
the β-profile in each individual snapshot it is seen, that it changes shape from t/tdyn = 16
until t/tdyn = 24. In the later snapshots no significant evolution of this halo is seen.

In the subhalo simulation a small energy exchange is present throughout the simu-
lation. To see the amount of energy exchange generated by the substructure, we ran a
similar simulation with a halo in equilibrium; i.e. a halo where the subhaloes were re-
moved, and ordinary particles were distributed throughout the halo to compensate for
the removed mass. By comparing the two simulations we find that only the small bump
at t . 5tdyn, where some of the particles in the substructure are stripped, might be caused
by the subhaloes.

3.7.3 An overview: which structures are on the attractor?

The overall pattern in our simulations is that the haloes that end exactly on an attractor
are those from simulation I and II, which involved artificial processes that changed the
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gravitational constant or the kinetic energy of the particles. The collapse simulations
ended up close to the attractor, but not exactly on it, and the merger simulations had
clear deviations in the outer parts.

We also found that haloes following the attractor deviate from the universality, ρ/σ3
rad ∝

r−α, which is found in cosmological simulations. Our conclusion is that the dynamics and
structure of cosmological haloes are different from the attractor. Further indications, that
cosmological haloes are not on the attractor, comes from the finding that our cold col-
lapse and merger simulations, which are both cosmologically realistic processes, produce
haloes that are not exactly on the attractor. The strong direction-dependence of β found
in the Via Lactea II halo (Zemp et al., 2009) also supports that cosmological haloes are not
on the attractor.

For both the merger simulations and the collapse simulations we do, however, see
that the β- and γ-profiles (spherically averaged) in the inner parts of the structures obey
the attractor in the (γ, β)-projection. Since a very good agreement only is found in this
projection, cosmological haloes are better described by the γ-β relation from (Hansen &
Moore, 2006) than by the attractor.

It is important to note that this γ-β relation only applies to the spherically averaged
values of β- and γ-profiles. The haloes still have freedom to have different β-profiles in
different directions as long as the spherically averaged profiles obey this relation. An
example of a halo in which the β-γ relation is not obeyed through cones in different di-
rections, but only in spherically averaged bins, has been presented in the study of merger
remnants in (Sparre & Hansen, 2012).

3.7.4 The relevance of the attractor

We have shown that typical cosmological haloes have departures from the attractor pre-
diction. Even though this is the case, we still believe that there must be a physical origin
of the similar behaviour of the haloes from simulation I and II, when they are analysed
in the (β, γ, κ)-space. Understanding this behaviour could potentially lead to a better
understanding of violent relaxation and mixing processes in collisionless systems.

3.8 Summary

In this article we have examined velocity anisotropy profiles and halo shapes in a range
of pure dark matter simulations. We have found that haloes with elongated shapes can
have several kinds of direction-dependent velocity anisotropies. In some cases the β-
profile is aligned with the density profile, and the largest velocity anisotropy is found
along the major axis. In other cases the β-profiles are more complicated, and it is not
possible to define an axis along which the velocity anisotropy is largest at all radii. Such
a behaviour is e.g. seen in the remnant of a major merger, which has a shape and a
direction-dependence of β, that is very similar to the Via Lactea II halo. We suggest that
future studies of cosmological haloes should calculate the velocity anisotropy profiles in
cones, since it reveals properties of the true velocity distributions, which are hidden from
the spherically averaged profile.

We have also compared our haloes with an attractor (Hansen et al., 2010), and we
conclude that cosmological haloes have departures from the attractor prediction. We do,
however, find that the spherically averaged β- and the γ-profile (γ is the logarithmic
derivative of the density profile) obey an approximately linear relation (from (Hansen &

44



Moore, 2006)) in the inner parts, even though this relation is not necessarily obeyed for
particles in individual cones pointing in different directions.
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Chapter 4

Star formation in a hydrodynamical
galaxy formation simulation

This chapter contains the following article:

The star formation main sequence and stellar mass assembly of
galaxies in the Illustris simulation

Submitted to MNRAS. Public available as arXiv preprint: 1409.0009.
Authors: Martin Sparre, Christopher C. Hayward, Volker Springel, Mark Vogels-

berger, Shy Genel, Paul Torrey, Dylan Nelson, Debora Sijacki, Lars Hernquist

Abstract

Understanding the physical processes that drive star formation is a key challenge for
galaxy formation models. In this article we study the tight correlation between the star
formation rate (SFR) and stellar mass of galaxies at a given redshift, how halo growth
influences star formation, and star formation histories of individual galaxies. We study
these topics using Illustris, a state-of-the-art cosmological hydrodynamical simulation
of galaxy formation. Illustris reproduces the observed relation (the star formation main
sequence; SFMS) between SFR and stellar mass at redshifts z = 0 and z = 4, but at inter-
mediate redshifts of z ' 1−2, the simulated SFMS has a significantly lower normalisation
than reported by observations. The scatter in the relation is consistent with the observed
scatter. However, the fraction of outliers above the SFR-stellar mass relation in Illustris is
less than that observed. Galaxies with halo masses of ∼ 1012 M� dominate the SFR den-
sity of the Universe, in agreement with the results of abundance matching. Furthermore,
more-massive galaxies tend to form the bulk of their stars at high redshift, which indi-
cates that ‘downsizing’ occurs in Illustris. We also studied the star formation histories of
individual galaxies, including the use of a principal component analysis decomposition.
We find that for fixed stellar mass, galaxies that form earlier have more-massive black
holes at z = 0, indicating that star formation and black hole growth are tightly linked
processes in Illustris. While many of the properties of normal star-forming galaxies are
well-reproduced in the Illustris simulation, forming a realistic population of starbursts
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will likely require higher resolution and probably a more sophisticated treatment of star
formation and feedback from stars and black holes.

4.1 Introduction

In the ΛCDM paradigm, galaxies reside in dark matter halos that are built up hierarchi-
cally as gravity amplifies perturbations created in the early Universe (Zel’dovich, 1970).
The structure and substructure of dark matter halos, and the cosmic web surrounding
them, have been intensively studied using numerical simulations (e.g. Springel et al.,
2005; Diemand et al., 2008; Klypin et al., 2011), in which the dark matter is modelled
as collisionless particles that interact with each other only through gravity. In the last
decade, such simulations have led to a general consensus about the distribution of dark
matter on large scales. However, the formation and evolution of the baryons embedded
in these halos are far from understood. In the canonical theory of galaxy formation (e.g.
Silk, 1977; Rees & Ostriker, 1977; White & Rees, 1978), galaxies form stars when hot gas
radiates away energy, cools and looses pressure support. The evolution of such galax-
ies is further influenced by their merger history, accretion of gas and dark matter, and
regulation of star formation by feedback processes related to stellar winds, supernovae
and active galactic nuclei. Much of our understanding of galaxies is based on observed
relations and physical modelling of galaxy structure. Important observations include the
relation between luminosity and velocity widths of galaxies (Faber & Jackson, 1976; Tully
& Fisher, 1977), the global star formation rate as a function of redshift (Lilly et al., 1996;
Madau et al., 1998), relations between mass and metallicity (Tremonti et al., 2004; Man-
nucci et al., 2010), global star formation laws (Schmidt, 1959; Kennicutt, 1998), and the
morphologies of galaxies (Hubble, 1926; Dressler, 1980).

A recently established relation is the so-called ‘star formation main sequence’ (SFMS),
which is an approximately linear relation between the star formation rate (SFR) and the
stellar mass (M∗) of star-forming galaxies. The relation exists at both low (z < 1; Brinch-
mann et al., 2004; Salim et al., 2007) and high (z & 1; Daddi et al., 2007) redshift and
is recovered in optical, infrared (Elbaz et al., 2011) and radio observations (Karim et al.,
2011). It is a tight relation in the sense that the scatter around the relation is small (e.g.
Speagle et al. 2014 reports a scatter of σ ' 0.2 dex). The normalisation of the SFMS is
observed to increase from z = 0 to z = 2, the redshift at which the global star formation
rate density peaks. The tightness of the SFMS and the fact that most star-forming galaxies
lie on it imply that the bulk of the star formation in the Universe occurs in a quasi-steady
state (Noeske et al., 2007) and that the fraction of a given star-forming galaxy’s lifetime
during which it lies significantly above the SFMS because of e.g. merger-induced star-
bursts is small.1

In addition to characterising star-forming galaxies, the SFMS also provides a natural
way to define starbursts as galaxies with SFRs well above the SFMS value for their stellar
mass and redshift (Rodighiero et al., 2011; Sargent et al., 2012; Atek et al., 2014). Despite

1It is sometimes claimed that galaxies on the SFMS must not be undergoing mergers. This is a miscon-
ception: for most of the duration of mergers, the SFR is not elevated significantly by the interaction (e.g.
Cox et al., 2008; Hopkins et al., 2010). Consequently, merging galaxies often lie on the SFMS (see fig. 11 of
Hayward et al. 2012). Thus, it is important to not equate galaxies that lie above the SFMS with mergers. In-
stead, galaxies above the SFMS should be referred to as ‘starbursts’ (by definition), which may or may not be
merger-induced. Galaxies on the SFMS should be considered ‘quiescently star-forming’, and such galaxies
may still be involved in an ongoing merger.
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having large SFRs compared with normal galaxies, starbursts account for only a small
fraction (∼ 5 − 10 per cent) of the global SFR density (Rodighiero et al., 2011) because
they are rare and short-lived (because of their short gas-consumption timescales; Knapen
& James 2009; Genzel et al. 2010; Daddi et al. 2010). This minor contribution of starbursts
to the total SFR density is consistent with semi-empirical models for infrared galaxy num-
ber counts (Béthermin et al., 2012) and luminosity functions (Hopkins et al., 2010). ‘Red
and dead’ or quiescent galaxies are galaxies that lie significantly below the SFMS. These
galaxies are typically elliptical galaxies (Wuyts et al., 2011) with little gas available for star
formation. They are likely the descendants of starbursts after their intense star formation
has been quenched by feedback from active galactic nuclei (AGN; e.g. Sanders et al., 1988;
Toft et al., 2014; Cemile Marsan et al., 2014) or other processes. Because we are interested
in actively star-forming galaxies, we will largely ignore the quiescent galaxy population
in this work.

Several attempts have been made to reproduce the SFMS in hydrodynamical simu-
lations of galaxies (e.g. Davé et al., 2011; Torrey et al., 2014) and (semi-)analytical mod-
els (e.g. Dutton et al., 2010; Davé et al., 2012; Dekel et al., 2013). With both methods, a
tight relationship between SFR and stellar mass can be recovered. However, reproducing
the evolution of the normalisation is a challenge for theoretical models (e.g. Davé, 2008;
Damen et al., 2009). The main problem is producing the correct normalisation at both
z = 0 and z = 2. Potential solutions to this problem have been suggested, including
a varying IMF (Davé, 2008) and modification of the timescale for reincorporation of gas
ejected by feedback processes (Mitchell et al., 2014).

A different important characteristic of a population of galaxies is the connection be-
tween the growth of halos and the formation of stars inside them. Dark matter halos
build up hierarchically through accretion and mergers. The formation of stars is a more
complex phenomenon that is heavily influenced by feedback processes and gas cooling.
By matching the abundance of halos in cosmological dark matter simulations to real ob-
servations of galaxies it has been shown that stars form most efficiently in ' 1012 M�
halos (Moster et al., 2013; Behroozi et al., 2013a,b; Kravtsov et al., 2014), which is believed
to occur because star formation is suppressed by stellar feedback and feedback from ac-
tive galactic nuclei at lower and higher halo masses, respectively (Vogelsberger et al.,
2013; Torrey et al., 2014; Schaye et al., 2014). An implication is that galaxies that reside
in massive (e.g. ∼ 1014 M� at z = 0) halos formed their stars earlier than galaxies that
reside in ∼ 1012 M� halos (at z = 0) because galaxies inside 1012 M� halos at z = 0 are
still forming stars with the highest possible efficiency. A consequence of this complicated
relation between halo growth and star formation is the ‘downsizing’ scenario, in which
the galaxies with the most-massive stellar components (e.g. M∗ ∼ 1011 M�) at z = 0
formed their stars earlier than galaxies of more-moderate masses (e.g. M∗ ∼ 1010 M�).

The aim of this article is to study properties of star-forming galaxies, especially the
SFMS and the relation between halo growth and star formation, in the Illustris cosmo-
logical simulation. Section 4.2 describes Illustris, Section 4.3 analyses properties of the
star formation main sequence, and Section 4.4 examines how the halo mass affects star
formation in galaxies. In Section 4.5 we study star formation histories of galaxies, and
we examine how the star formation history of a galaxy depends on its dark matter halo
mass and black hole mass. We discuss our findings in Section 4.6 and summarize our
conclusions in Section 4.7.
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Figure 4.1: The star formation main sequence at z = 0, 1, 2 and 4 for the Illustris simulation (the
two-dimensional histogram in the background). The upper panels show the median SFR, and the
lower panels show the median SSFR. The simulation results are compared to the compilation of
observations from Behroozi et al. (2013b), where the error bars indicate 68% confidence intervals
for the inter-publication variance. The grey and blue error bars denote the 1σ errors estimated
by fitting Gaussian functions to the SFR distributions of galaxies in narrow mass bins in the low-
resolution and high-resolution versions of Illustris, respectively.

4.2 The Illustris simulation

Illustris is a cosmological hydrodynamical simulation of a comoving volume of (106.5Mpc)3.
The cosmological model used in Illustris is the ΛCDM cosmology with parameters from
the WMAP7 data release (Hinshaw et al., 2013). Besides gravity and hydrodynamics, it
includes treatments of gas cooling, star formation, and feedback from stellar winds, su-
pernovae and AGN (see Vogelsberger et al., 2013, 2014a,b; Torrey et al., 2014). The Illustris
simulation has previously been used to study a range of different galaxy properties, such
as the evolution of damped Ly-α absorbers (Bird et al., 2014), the formation of elliptical
and spiral galaxies (Vogelsberger et al., 2014b), the evolution of galaxy properties from
high to low redshift (Genel et al., 2014), and the relation between the dark matter and
stellar components in the faint outskirts of galaxies (Pillepich et al., 2014).

The initial conditions at a redshift of z = 127 include 18203 dark matter particles, 18203

gas cells, and 18203 Monte Carlo tracer particles (Genel et al., 2013). The gravitational
softening length for the dark matter particles is 1420 comoving pc. The gravitational
softening lengths of the gas cells depend on the cell size; they have a minimum value
of 710 physical pc. Star particles have a softening length of 1420 comoving pc at z ≥ 1,
and at lower redshifts, the softening length is fixed to 710 physical pc. The mass of the
dark matter particles is 6.26 × 106 M�, and the gas cell target mass is 1.26 × 106 M�. In
this paper we will also study a simulation with lower resolution (a total of 3× 9103 dark
matter, gas and tracer particles, implying 8 times worse mass resolution and two times
poorer spatial resolution), but with the same physical galaxy formation model. We will
refer to this simulation as the Illustris low resolution run.
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The hydrodynamical calculations in Illustris are done with the AREPO code (Springel,
2010), where the hydrodynamical forces are computed on a moving mesh built with a
Voronoi tessellation. With a spatial resolution of ' 1 kpc there is no hope to resolve
giant molecular clouds, where star formation takes place in the Universe. Instead a sub-
resolution model is implemented (Springel & Hernquist, 2003; Vogelsberger et al., 2013,
2014a), where unresolved physical processes such as the formation of molecular clouds,
thermal instabilities, and supernova feedback are coarsely described with an effective
equation of state. When a gas cell exceeds a hydrogen number density of ρth = 0.13 cm−3

it produces star particles stochastically on a density-dependent timescale of

t∗(ρ) = t∗0

(
ρ

ρth

)−1/2

, (4.1)

where t∗0 = 2.2 Gyr. With the chosen values of ρth and t∗0, galaxies obey the empirical
Kennicutt-Schmidt relation between the gas surface density and the star formation rate
per surface area of a galaxy (Kennicutt, 1989). A star particle in this model represents
an entire stellar population born with a Chabrier initial mass function (Chabrier, 2003).
During each timestep of the simulation, the amount of H, He, C, N, O, Ne, Mg, Si and Fe
released by each stellar population is calculated and returned to the gas.

The formation of stars is accompanied by the release of kinetic winds from super-
novae, which contribute to expelling the surrounding gas and to the chemical enrich-
ment of the interstellar gas. The wind velocity is 3.7 times the one-dimensional velocity
dispersion of the dark matter near the star forming region.

In friends-of-friends groups more massive than 1.7× 1010 M� black holes are seeded,
and a model of AGN feedback is included (Springel et al., 2005; Sijacki et al., 2007), where
a quasar can be in a radio-quiet or radio-loud mode. In the latter mode, thermal energy
is injected into the gas surrounding the black hole. Also included is a treatment of AGN
radiative feedback, which heats the gas surrounding the AGN and changes its ionization
state (see full description in Vogelsberger et al., 2013).

Also implemented are processes such as radiative cooling, chemical evolution, and
an ultraviolet background. For a full description of the physical model of Illustris, see
Vogelsberger et al. (2013) and Torrey et al. (2014).

4.3 The star formation main sequence

A star formation main sequence (SFMS) that relates the star formation rate and the stellar
mass of galaxies is recovered in Illustris; see Figure 4.1, which shows the relation at z =
0, 1, 2 and 4. The SFMS is plotted in terms of both the SFR and specific SFR, SSFR ≡
SFR/M∗, versusM∗. The simulation is compared with the compilation of observations by
Behroozi et al. (2013b, Table 8), who fit a relation to a large number of measurements from
different authors and quantified the scatter in the observations of the SFMS from different
publications. This scatter, which is denoted by the error bars in Figure 4.1, quantifies the
inter-publication variance of the SFMS and therefore accounts for the systematic error
arising when measuring the SFMS with different methods. The normalisation in Illustris
agrees with the observational constraints from Behroozi et al. (2013b) at z = 0. The figure
also shows that the normalisation of the SFMS in Illustris is well converged above M∗ =
109 M�.

At z = 4, Illustris is also in excellent agreement with the observed relation. However,
despite being in good agreement at z = 0 and z = 4, the normalisation of the SFMS is
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Figure 4.2: The median SSFR as function of redshift for galaxies with different stellar masses. At
each redshift the SSFR of galaxies in the given stellar mass bin is computed. The dashed lines
show the compilation of observations from Behroozi et al. (2013b). The different evolution of the
SSFR from z = 4 to z = 0 is closely related to the too low normalisation of the star formation main
sequence at z = 1 and z = 2 in Figure 4.1.

significantly lower than the observational constraints at intermediate redshifts of z = 1
and z = 2 (this has been previously noted and discussed for Illustris; see Genel et al.
2014). Several studies have previously pointed out discrepancies between the observed
SFMS relation and galaxy formation models (e.g., Daddi et al., 2007; Davé, 2008; Damen
et al., 2009), especially at z ' 2. In Illustris, this problem takes only the form of repro-
ducing the correct evolution of the main sequence at intermediate times between z = 4
and z = 0, whereas the simulated relations at these boundary epochs are consistent with
observations.

The SSFR in Illustris becomes approximately independent of mass forM∗ < 1010.5 M�
(Figure 4.1, lower panels), which is a small but remarkable difference from the observations
of Behroozi et al. (2013b), which indicate a declining SSFR as function of mass. Figure 4.2
shows the redshift evolution of the SSFR for galaxies with different stellar masses. The
SSFR is here determined by calculating the normalisation of the SFMS in different stellar
mass bins. Since the SSFR is independent of mass at fixed redshift in Illustris, the SSFRs of
galaxies from different mass bins have the same redshift evolution. The fitting relations
from Behroozi et al. (2013b) show a somewhat different evolution, partially because the
SSFR is mass-dependent at fixed redshift. We note that the problem with reproducing
the evolution of the SSFR (in Figure 4.2) is closely related to the problem of reproducing
the normalisation of the SFMS at z = 1 and z = 2 (in Figure 4.1). Genel et al. (2014)
also studied the redshift evolution of the SSFR in Illustris and found that the the SSFR of
galaxies is closely tied to the galaxies’ dark matter accretion rate.
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Figure 4.3: The scatter in the main sequence as function of mass for four different redshifts. The
grey box shows the range of scatter in typical observations (from Behroozi et al. 2013b). Above
1011 M� there are no reliable observational constraints for the scatter.

4.3.1 The scatter in the main sequence

The intrinsic scatter in the galaxy main sequence is predicted to be driven by the different
gas accretion histories of different galaxies (see the analytical modelling of Dutton et al.,
2010). Observations typically reveal a scatter of 0.21-0.39 dex (this reflects the range of
values given in Table 9 in Behroozi et al. 2013b), but the measured scatter will of course
depend on the exact selection criteria for the star-forming galaxies which form the main
sequence (e.g. Whitaker et al., 2012) as well as on the uncertainties in SFR indicators.

To measure the scatter in the SFMS, we perform a Gaussian fit to the distributions of
SFRs in different stellar mass bins. This method is similar to what is used in Rodighiero
et al. (2011). In Figure 4.3, we show the scatter in the Illustris galaxies’ SFR values as
function of stellar mass for four different redshifts. Below 1010.5 M�, the scatter is con-
stant at 0.2− 0.3 dex at each redshift, which is in excellent agreement with observational
constraints. At the high-mass end (M∗ > 1010.5 M�), the scatter deviates from the value
at lower masses because the galaxy main sequence is ill-defined at these high masses in
Illustris (this is also seen in Figure 4.1).

4.3.2 Star formation above the main sequence relation

After having examined the behaviour of the main sequence relation and its scatter in the
Illustris simulation, we will now look at starburst galaxies that lie significantly above
the main sequence relation. In Figure 4.4 the fraction of stars formed in galaxies on and
above the main sequence is computed at different redshifts. We define a galaxy to be on
the main sequence relation if the SFR is within 2.5σ of the SFMS relation, which is the
same criterion used in Rodighiero et al. (2011). For M∗ > 1010 M� the fraction of stellar
mass formed in galaxies above the SFMS relation is lower than the observational result
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Figure 4.4: The fraction of stellar mass formed by galaxies 2.5σ or higher above the SFMS at z = 0
and z = 2. The thick and thin lines show the high- and low-resolution Illustris runs, respectively.
The error bars indicate the contribution of Poisson noise. The simulated galaxy distribution is
compared to the observational measurement at 1.5 < z < 2.5 from Rodighiero et al. (2011).

reported by Rodighiero et al. (2011) at 1.5 < z < 2.5. We also note that the fraction of
star formation that occurs above the main sequence is consistent in the high- and low-
resolution Illustris runs for M∗ > 109.5 M�. In Section 4.6.2 we will further discuss the
paucity of starbursts in Illustris.

4.3.3 The choice of SFR indicator

The SFR of a galaxy can be inferred using different diagnostics, such as the Hα luminos-
ity, the ultraviolet luminosity or the total infrared luminosity (Kennicutt & Evans, 2012).
Different diagnostics are sensitive to the past SFR in a galaxy smoothed over different
timescales, so if a galaxy has a very rapidly changing SFR, different indicators will yield
different SFR values. The timescale for which different indicators are sensitive can vary
from tens to hundreds of megayears. A situation in which one has to be particularly care-
ful to rely on such averaging is in the post-starburst phase of merging galaxies, where
simulations show that the SFR inferred from the total infrared luminosity overestimates
the actual SFR of a galaxy by as much as two orders of magnitudes (Hayward et al., 2014).

In Figure 4.5 the scatter in the main sequence is shown for four different definitions
of the SFR. First, the SFR is calculated from the instantaneous gas properties of galaxies,
which we regard as the true SFR of the galaxies. We additionally calculate the mean SFR
from the mass of stars formed in the last 50, 250 and 500 Myr in a galaxy. The scatter in the
main sequence is essentially the same in the cases where the SFR is calculated from the gas
or the stars formed during the last 50 Myr. For the case where the SFR is calculated from
the mass of stars formed in the last 250 Myr, the scatter in the main sequence decreases by
0.03 dex at both z = 0 and z = 2, and when averaged over 500 Myr, the scatter decreases
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Figure 4.5: The main sequence scatter at z = 0 and z = 2 with the SFR measured in four different
ways: from the instantaneous gas properties, and from the initial mass of the stars formed in the
last 50, 250 and 500 Myr in the galaxies. When estimating the SFR from the stars formed in the
last 500 Myr, the scatter is lower than in the other cases.

by 0.05 dex. It is not surprising that the scatter declines when increasing the time over
which the SFR is averaged, since the SFHs of galaxies are more similar when variability
on a timescale smaller than e.g. 500 Myr is smoothed out.

For actively star-forming galaxies, most of the widely used SFR indicators are sensi-
tive to timescales smaller than 200 Myr (Kennicutt & Evans, 2012). Thus, we conclude
that the timescale over which the SFR indicator is sensitive is very unlikely to change
the derived scatter in the main sequence relation for the physics model used in Illustris,
for which star formation is less bursty than in reality. The systematic offsets between
different indicators are likely of much greater importance.

It is possible that the role of the characteristic timescale of an SFR indicator will have
an impact on the derived SFR for feedback models other than the one used in Illustris.
Hopkins et al. (2013) and Governato et al. (2014), for example, present feedback models
with typical variability timescales of 10-100 Myr. In Section 4.5 we further discuss the
characteristic variability timescales of feedback models.

4.4 Halo mass and star formation properties of galaxies

4.4.1 Halo and stellar masses of star-forming galaxies

Closely related to the main sequence of star forming galaxies is the cosmic comoving SFR
density (SFRD). Assuming that all galaxies lie on the main sequence relation, the SFRD
can be calculated as

SFRD =

∫
SFRSFMS(M∗)×

dn

dM∗
dM∗, (4.2)
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Figure 4.6: The contribution of halos with different stellar masses (black circles) and halo masses
(blue triangles) to the total SFRD in the Universe at different redshifts. The red dashed lines are
Schechter functions of the form of Eq. (4.3) fit to the simulation data (outside the fit range the
extrapolated Schechter functions are dotted). The distributions evolve with redshift as halos and
galaxies grow. This is also seen in Figure 4.7, where evolution of the peak mass is examined.
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M200/ M� med(M200)/ M� min(M200)/med(M200) max(M200)/med(M200)
1011 1011 1.00 1.00
1012 1012 0.97 1.03
1013 9.2× 1012 0.77 1.42

Table 4.1: Three samples with different halos masses,M200. Each sample includes the 100 galaxies
with masses closest to 1011, 1012 and 1013 M� at z = 0.

where n is the comoving number density of galaxies,M∗ is the stellar mass, and SFRSFMS(M∗)
is the main sequence relation. The SFRD is observed to peak at z ' 2 (Lilly et al., 1996;
Madau et al., 1998; Hopkins, 2004; Hopkins & Beacom, 2006; Labbé et al., 2010; Cucciati
et al., 2012), with the physical drivers of the evolution being the build-up of massive halos
and the suppression of star formation by feedback from stellar winds and AGN (Schaye
et al., 2010; Vogelsberger et al., 2013; Torrey et al., 2014).

Figure 4.6 shows how galaxies with different stellar masses and halo masses (M200)
contribute to the SFRD. This has been computed by summing the contribution to the
SFRD from galaxies in equally spaced logarithmic mass-bins from 108 M� to 1014.5 M�.
Bins containing 7 or fewer galaxies are excluded from the plot in order to avoid bins with
very high Poisson noise. The plot also shows how Schechter functions of the form,

SFRD(M) ∝
(

M

Msch

)α
× exp

(
− M

Msch

)
, (4.3)

fit to the measurements, where M is either M200 or the stellar mass in a halo and Msch
and α are free fit parameters. For the fits in terms of halo mass, we exclude halos outside
the range 1010 M� < M200 < 1012.5 M�, since a Schechter function does not yield a good
fit over the entire range of M200-values of the halos. For fits in terms of stellar mass, all
galaxies with 108 M� < M∗ < 1012.5 M� are included. The actual distributions measured
from the Illustris simulation are overall quite well described by the Schechter fits. This
is consistent with the observations from Karim et al. (2011), where the distributions of
dSFR/dlogM∗ are also well fit by a Schechter function for (at least) M∗ > 108 M�.

The peak masses of the distributions for dSFR/dlogM200 and dSFR/dlogM∗ are plot-
ted at different redshifts in Figure 4.7. At z ≤ 4 the peaks in the distributions occur at
1011.5 < M200/ M� < 1012.5 and 1010.0 < M∗/ M� < 1011.0. Illustris is therefore in
agreement with the observations from Karim et al. (2011), where dSFR/dlogM∗ peaks at
M∗ ' 1010.5±0.2 M� for z . 2.5. A large contribution of star formation from halos with
M200 = 1012 M� is, e.g., also seen in the abundance matching analysis of Béthermin et al.
(2013).

At M200 ' 1012 M�, halos are most efficient in turning their baryons into stars. This
is for example evident when examining M∗/M200, which peaks around M200 ' 1012 M�
(this relation is plotted for Illustris in Vogelsberger et al. 2014a and Genel et al. 2014).
This is because AGN feedback suppresses the formation of stars in halos above this char-
acteristic mass, and stellar winds are responsible for suppressing the formation of stars in
lower mass halos. It is therefore not surprising that the peak in dSFR/dlogM∗ is present
at M200 ' 1012 M� at z . 4. At z & 4 there is a decline in the typical masses (both stellar
and halo masses) at which stars are formed in Illustris, since halos and galaxies are less
massive at high redshifts.

A feature that is also visible in Figure 4.7 is that the mass (both for halo and stellar
mass) at which most of the star formation occurs declines from z = 1 to z = 0. This is
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M∗/ M� med(M∗)/ M� min(M∗)/med(M∗) max(M∗)/med(M∗)
109 1.0× 109 0.99 1.02
1010 1.0× 1010 0.95 1.05
1011 9.4× 1010 0.83 1.30

> 1.57× 1011,most massive 2.6× 1011 0.60 12.70

Table 4.2: Four different samples of galaxies in different stellar-mass-ranges. The first three sam-
ples include the 500 galaxies with stellar masses (M∗) closest to 109, 1010 and 1011 M� at z = 0.
The fourth range includes the 500 galaxies with the largest stellar masses at z = 0. The median,
minimum and maximum stellar mass for each sample is also listed.

consistent with the downsizing scenario, where the most-massive galaxies at z = 0 have
older stellar populations than less-massive galaxies.

4.4.2 Build up of stellar components at different halo masses

To study how halo mass affects the average formation history of stars we create samples
of halos with M200 = 1011, 1012 and 1013 M�. Each sample contains the 100 galaxies with
halo masses closest to the mass that defines the samples. Table 4.1 summarizes the me-
dian, minimum and maximum halo mass in each sample. For each galaxy in each sample
we compute the stellar mass growth history by calculating the amount of a galaxy’s stel-
lar mass at z = 0 that was formed at different lookback times. For this analysis we include
all stars within a halo at z = 0, including the stars residing in subhalos.

Figure 4.8 shows the median stellar growth history for each of the three samples. The
galaxies ending up in the most-massive halos considered (∼ 1013 M�) form their stars
much earlier than the galaxies ending up in the least massive halos. This is most easily
seen by comparing the times at which half of the stellar mass present at z = 0 is formed
(shown as red circles in the figure). It is perhaps not surprising that very massive halos
form their stars earlier than less massive ones, since halos of 1012 M� contribute most to
the global SFR in the Universe, as shown above. However, this trend runs counter to the
formation time of the dark matter halos themselves, where the most massive halos form
latest as a result of hierarchical structure growth.

We compare Illustris to the results from Behroozi et al. (2013b), where the stellar
growth history is derived from the stellar mass – halo mass relation (M∗(Mh, z)), which
is determined by comparing dark matter merger trees with observations of the cosmic
SFR, the specific SFR vs. M∗ and stellar mass functions. For 1012 M� halos, we find ex-
cellent agreement between Illustris and Behroozi et al. (2013b). At 1011 M� and 1013 M�,
Illustris predicts stellar components roughly 0.4 dex more massive than Behroozi et al.
(2013b). This overproduction of stellar mass in halos of mass ∼ 1011 M� and ∼ 1013 M�
is essentially independent of redshift. Genel et al. (2014) and Vogelsberger et al. (2014a)
found similar deviations between the Illustris simulation and abundance matching re-
sults when analysing the high- and low-mass ends of the stellar mass function. Genel
et al. (2014) regard these tensions as significant and suggest that more realistic feedback
models could potentially help suppress the formation of too-massive stellar components
in low- and high-mass galaxies.
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4.5 Star formation histories of galaxies

4.5.1 Outliers from the average star formation histories

An alternative to studying statistical properties of galaxies with different stellar masses
is to analyse their individual star formation histories in more detail. To compute the
star formation history (SFH) we select the stars ending up in a galaxy at z = 0, and then
create a histogram of the initial mass of stars formed in 100 equally spaced bins in terms of
lookback time. We include all stars that end up in the main stellar component of a galaxy
(i.e. we exclude satellites) when calculating the SFH in this way. We do not distinguish
between stars formed in-situ or ex-situ. We study galaxies in four different stellar mass
ranges at z = 0. Three ranges are centered around M∗ = 109 M�, M∗ = 1010 M� and
M∗ = 1011 M�, with the widths of the different ranges chosen such that they include 500
galaxies each. We additionally create a range of the 500 galaxies with the most-massive
stellar components. Basic properties of the different samples are summarised in Table 4.2.

The mean and median star formation histories of the galaxies in the different mass-
ranges are shown in Figure 4.9. For the 1011 M� range and the 500 most-massive galaxies
the SFH peaks at z ' 2, and decreases at later epochs. These trends are qualitatively in
good agreement with other studies of star formation histories of galaxies (e.g. Behroozi
et al., 2013b; Simha et al., 2014). For the 109 M� and 1010 M� mass ranges, the peak is
significantly broader, and it occurs at z ' 1. In general, the mean SFR is 10-20% larger
than the median value, since the mean is more sensitive to extreme outliers with high
SFRs.

Different galaxies experience a variety of gas accretion and merger histories, and they
are therefore expected to exhibit diverse SFHs. We illustrate this in Figure 4.10, where we
show for each mass range the SFR of the galaxies that form 50% of their stellar mass ear-
liest or latest, compared to the average history of the corresponding sample. In all mass
ranges, it is possible to find SFHs with early or late star formation. The galaxies with de-
cidedly early star formation histories exhibit a similarly bursty epoch at a lookback time
of ' 10− 13 Gyr, and the galaxies with late star formation histories display a prominent
star forming mode contributing at z . 0.5 and hardly any high-redshift star formation.

4.5.2 Modes of star formation in a principal component analysis

The relative similarity seen in Fig. 4.10 of the galaxies in the tails of the star formation
history distribution, forming their stars extremely late or early, suggests that a more sys-
tematic study of the star formation modes in the Illustris galaxies is worthwhile. As a
tool for statistically characterizing the star formation histories we have adopted a princi-
pal component analysis (PCA; inspired by Cohn & van de Voort, 2014) where the SFH of a
galaxy is seen as a vector in a N -dimensional space, where N is the number of bins used
to characterize the SFH of a galaxy (we use N = 100). A key quantity in a PCA analysis
is the average SFH of the galaxies in the sample,

〈SFR〉(ti) =
1

Ngalaxies

Ngalaxies−1∑
j=0

SFRj(ti), (4.4)
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Figure 4.9: Mean and median (thin and thick lines, respectively) star formation histories of galax-
ies in the four different stellar mass ranges (see Table 4.2). The star formation rates are normalised
so that

∫
SFR(t)dt = 1.

for i = 0, . . . , N − 1. We furthermore define the scatter matrix,

Cmn =

Ngalaxies−1∑
j=0

[SFRj(tm)− 〈SFR〉(tm)] [SFRj(tn)− 〈SFR〉(tn)] , (4.5)

Of special interest are the eigenvectors of Cmn, which are called the principal components
(PCi, for i = 0, . . . , N − 1) and describe the deviations between the SFH of individual
galaxies and the mean SFH of a sample. Principal components diagonalize the scatter
matrix, implying that the scatter between different PCi’s is uncorrelated. Convention-
ally the PCs are ordered in descending order by the contribution they make to the total
variance. Often, the first components account for much of the variance, and the corre-
sponding eigenvectors can be interpreted in physical terms. In our case they can serve
the purpose of characterizing the most important ‘modes’ of the SFH.

In terms of the principal components, the SFH of a galaxy can be written as

SFR = 〈SFR〉+

N−1∑
i=0

qi × PCi, (4.6)

where qi is the coefficient determining the strength of the contribution of PCi for a specific
galaxy. Since we have binned our SFHs in N = 100 bins we formally get 100 principal
components, and for each of the 500 galaxies in each sample we obtain 100 coefficients qi.
The limited size of our galaxy set means that only the leading PC components are robust
against the noise.

Figure 4.11 shows the mean SFH for the M∗ = 1010 M� sample together with the
three leading modes, PC0, PC1 and PC2. The PC0-mode accounts for galaxies forming
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stars early or late, depending on whether the coefficient q0 is positive or negative. PC1

and PC2 cross the zero-point two and three times, respectively, and they are therefore
determining the more detailed evolution of the SFH. In general, PCi crosses the zero-
point i+ 1 times, and therefore is associated with a physical timescale of order tH/(i+ 1),
where tH = 13.7 Gyr is the Hubble time.

For all the four mass samples from Table 4.2, the PC0 is plotted in Figure 4.12. They all
appear similar and have the feature that a positive q0-value describes a galaxy forming
stars earlier than the mean of the sample. The only remarkable difference between the
PC0 eigenvectors from the different samples is that the lookback time where the change
from positive to negative contributions occurs shifts to higher values for the more mas-
sive galaxies. The trend that massive galaxies have earlier bursty epochs than less mas-
sive galaxies is therefore both reflected by the mean star formation history and a 0th
principal component that peaks at higher redshift.

Figure 4.13 compares the actual SFHs for a selection of galaxies to the mean SFH of
the M∗ = 1010 M� sample, and the SFHs reconstructed by including only PC0 and by
including both PC0 and PC1. By including PC0 it is possible to capture whether a galaxy
forms its stars early or late. Including the PC1 mode as well gives of course a better fit
to the actual SFH of the galaxies. Components 0 and 1 account for 33% and 10% of the
total scatter in the sample. These percentages indicate that while a given galaxy’s SFH
can already be described reasonably well by just PC0 and PC1, variability on timescales
much shorter than described by them needs to be considered for an accurate description.

We note that it could potentially be useful to construct a family of SFHs based on a
combination of the mean SFH for the Illustris galaxies and one or more of the principal
components from the PCA analysis. An attractive property of a model based on the mean
SFH and the leading principal component would be that it could describe a realistic SFH
of a galaxy with only one free parameter (the relative contribution of the mean SFH and
the leading principal component). Such a model would be more physically motivated
than e.g. single-burst models or τ -models, which are often used when fitting spectral en-
ergy distributions of galaxies. In future work we will construct such a model and show
how it can be used for fitting spectral energy distributions. Such an approach could yield
significant advantages because the accuracy and robustness of spectral energy distribu-
tion modelling can be very sensitive to the assumed SFH (e.g. Michałowski et al. 2012,
2014; C. Hayward & D. Smith, submitted; P. Torrey et al., submitted).

4.5.3 Assessing the SFH variability timescale

As each principal component has an associated timescale, the PCA analysis may also be
used to characterize variability of the star formation histories, which in turn is influenced
by the adopted physical model for feedback processes and the ISM. In Figure 4.14, we
show the cumulative fraction of the variance accounted for as a function of the number
of principal components included. The two most-massive samples behave similarly for
the low and high resolution run. For the two low mass bins the difference between the
low and high resolution run is larger. To quantitatively measure how well-converged
the cumulative fractions in Figure 4.14 are, we use the difference in the fraction of the
scatter accounted for by the 25 first components in the low and high resolution run. For
the various bins the differences are 21%, 11%, 3% and 1% (from lowest to highest mass).
The two most-massive ranges are therefore well-converged, unlike the two least-massive
ranges, where some of the scatter comes from Poisson noise. This is also consistent with

65



0 20 40 60 80

Number of PCs included

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e

fr
ac

ti
on

of
va

ri
an

ce

M∗ = 109 M�
M∗ = 1010 M�
M∗ = 1011 M�
M∗ > 1.57× 1011 M�
95% limit

13.70 0.53 0.27 0.18
Variability timescale [Gyr]

Thick: high res. Thin: low res.

Figure 4.14: The cumulative fraction of the total variance in the star formation histories accounted
for as a function of the number of principal components that are included. The thick lines show
the full resolution run and the thin lines show the low resolution run. The vertical lines (connected
by circles) measure how well-converged the variability timescale is for the different mass-ranges.

Figure 4.9, where the mean and median star formation history of the low-massive range
seem to be more affected by noise the most-massive range.

The timescale at which 95% of the scatter is accounted for is 500 Myr in the two most-
massive bins, and for the other mass-ranges this timescale is smaller, which might be
a consequence of the contribution of Poisson noise being more important in the low-
massive galaxies, where there are fewer star particles per time bin. Based on the variabil-
ity timescale of the most-massive range, the characteristic timescale for fluctuations in the
galactic star formation for the ISM model adopted in Illustris has characteristic timescale
of 500 Myr. In Section 4.3.3 we saw that the scatter in the SFMS decreased signifantly (by
0.05 dex), when the SFH was smoothed on this timescale, and that the decrease in the
scatter was more moderate when smoothing over shorter timescales.

We note that there exist other simulation feedback models which show variability
timescales an order of magnitude lower than Illustris. Hopkins et al. (2013), for example,
include a treatment of radiative feedback from young stars and more localized supernova
feedback in giant molecular clouds. Another model with a short variability timescale is
Governato et al. (2014), where this is achieved through a high-star formation threshold
and delayed radiative cooling. Interestingly, variability itself could be used as an im-
portant constraint of feedback models, although the fact that highly variable feedback
models will induce differences between SFR indicators may make this complicated in
practice.

4.5.4 Relations between the SFH main mode and galaxy properties

We have previously shown that the q0-value of the PCA-decomposed star formation his-
tory of a galaxy captures whether its stellar population forms early or late. We therefore
expect correlations between q0 and other quantities sensitive to the age of stellar popula-
tions. Figure 4.15 shows how q0 for the different galaxy mass bins relates to the lookback
time when half of the stellar mass is formed (T50), the g − r colour at z = 0, the black
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Figure 4.15: The dependence of various galaxy properties on the coefficient describing the con-
tribution from the zeroth principal component (q0) for each galaxy in the samples with stellar
masses of M∗/ M� = 109, 1010, 1011, as well as for the 500 most-massive galaxies. The upper left
panel shows that the lookback time at which 50% of the stars in a galaxy is formed (T50) correlates
strongly with q0. There also exists correlations with the g − r colour (upper right panel), and the
black hole mass at z = 0 (lower left panel). For the two most-massive stellar mass samples, q0 cor-
relates with the dark matter halo mass. For the two samples with the least-massive galaxies, an
anti-correlation is observed (lower right panel). q0 is normalised by the standard deviation of this
parameter for the 500 galaxies in each sample.
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hole mass at z = 0, and the dark matter mass (friends-of-friends) at z = 0. q0 correlates
strongly with T50, which is in agreement with the star formation histories in Figure 4.13.
There is an offset between the normalisation of this correlation between the different sam-
ples. This is partially because the most-massive galaxies form their stars before the least
massive galaxies (see also Figure 4.9).

The correlation between q0 and g − r is also expected, since old stellar populations
are expected to be redder than younger stellar populations. In all the samples there is
a bimodality in the g − r colour, which splits the galaxies into red galaxies (with high
values of g − r) with large q0-values and blue galaxies (low values of g − r) with lower
q0-values. The division between the blue and red galaxy populations is seen most clearly
for the M∗ = 1011 M� galaxies, where the red galaxies have g − r & 0.65. For the sample
containing the most-massive galaxies there is a larger fraction of red galaxies than for the
samples of less massive galaxies, where the blue population dominates.

The presence of a red and blue population of galaxies that form their stars late and
early, respectively, is consistent with the red and blue cloud, which are connected through
the green valley, established from observations of galaxies (e.g. Strateva et al., 2001; Faber
et al., 2007; Bowler et al., 2014; Schawinski et al., 2014). Galaxies in the blue cloud are
known to be actively star-forming, whereas the red cloud consists of passive galaxies
that are most likely quenched by feedback processes. In Illustris, there is a correlation
between the star formation history and the black hole mass at z = 0 for the three most-
massive bins (lower left panel, Figure 4.15), which suggests that the galaxies that form
their stars early are quenched by AGN feedback, although other interpretations of the
correlation cannot be ruled out by the analysis presented here. For the 109 M� galaxies,
such a trend is not evident in the simulation, which is expected because the black hole
feedback models in Illustris do not significantly affect galaxies in this mass range.

The panel that shows the dark matter halo mass, Mhalo, at z = 0 versus q0 reveals that
these two variables are correlated for the samples with the two highest stellar masses.
Furthermore, galaxies that form their stars late (low q0) have halo masses that are close to
1012 M�, whereas galaxies that form stars early have higher halo masses. This is expected
within the framework in which stars are most likely to form in halos of mass 1012 M�.
For the samples with M∗ = 109 M� and 1010 M� a weak anti-correlation between q0 and
Mhalo is present. The anti-correlation most likely arises because a halo mass of 1012 M� is
never reached for these galaxies, so they form stars most efficiently at low redshift, when
the dark matter halo mass is as close as possible to 1012 M�.

4.6 Discussion

4.6.1 The normalisation of the star formation main sequence

In Section 4.3, we demonstrated that in Illustris, star-forming galaxies exhibit a tight, ap-
proximately linear correlation between the SFR and stellar mass, as is observed for real
galaxies. Although the normalisation agrees well with observations at z = 0 and z = 4,
the normalisation in Illustris is less than that observed for intermediate redshifts z ∼ 1−2.
A similar problem of underpredicting the normalisation of the main sequence relation at
z ' 2 has previously been noted by several authors (e.g., Daddi et al., 2007; Davé, 2008;
Damen et al., 2009), and it appears to be a generic problem for cosmological hydrodynam-
ical simulations and semi-analytical models. Thus, it is worthwhile to consider potential
solutions to this problem and discuss whether it is indeed a serious problem.
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Potential theoretical solutions

In Illustris and other cosmological hydrodynamical simulations, the SFR-stellar mass re-
lation is a result of the correlation of gas inflow and outflow rates with halo mass (e.g.
Davé et al., 2011, 2012; Dekel et al., 2013). Thus, inaccurate gas net accretion rates would
lead to an incorrect normalisation of the SFR-stellar mass relation. Damen et al. (2009)
compared the growth rate of galaxies in observations with semi-analytical models (Guo
& White, 2008) and argued that a time-varying IMF cannot resolve the issue of too low
normalisations at 1 . z . 2. Instead, Damen et al. suggest that the discrepancy may be
due to the simplified schemes for gas accretion used in semi-analytical models. Mitchell
et al. (2014) identified the same problem of a too low normalisation of the main sequence
at z = 2 in semi-analytical models. They showed that a modification of the timescale over
which gas ejected by feedback is reincorporated into galaxies can help to fix this problem
for galaxies with M∗ . 1010 M� (a modification of the reincorporation timescale was
also studied by Henriques et al. 2013), but it cannot solve the problem for more-massive
galaxies.

Concerns regarding gas inflow rates are less applicable to the Illustris simulation than
to semi-analytical models because in Illustris gas accretion is explicitly treated using an
accurate hydrodynamics algorithm (e.g. Sijacki et al., 2012; Vogelsberger et al., 2012; Kereš
et al., 2012; Bauer & Springel, 2012). Still, it is possible that the gas cooling rates in Illustris
are systematically offset. For example, if the phase structure or metal content of the hot
halo gas is incorrect, gas inflow rates could end up being inaccurate (Nelson et al., 2013;
Hayward et al., 2014).

Outflows are also important for setting the normalisation of the SFR-stellar mass re-
lation, but they must still be treated with sub-resolution models even in state-of-the-art
large-volume cosmological hydrodynamical simulations. One can easily imagine altering
the normalisation of the SFR-stellar mass relation by e.g. modifying the mass-loading fac-
tor of stellar winds. However, the parameters of the sub-resolution feedback models used
in Illustris were determined by requiring the simulation to match observations such as
the z = 0 stellar mass function. Thus far, attempts to tune the parameters to reconcile the
discrepancy with which we are concerned here without breaking these constraints were
unsuccessful (Torrey et al., 2014). Nevertheless, this does not preclude the possibility of
solving the discrepancy through the use of more sophisticated feedback models.

4.6.2 The paucity of starbursts in Illustris

The small number of strong starbursts (i.e. galaxies that lie significantly above the star
formation main sequence) identified in Illustris is another discrepancy in addition to
the disagreement in the normalisation of the SFR-stellar mass relation discussed above.
As shown in Fig. 4.4, at all redshifts considered, 2.5σ outliers from the SFR-stellar mass
relation contribute at most a few per cent of the total SFR density in massive galaxies
(M∗ & 1010M�), and this contribution is a factor of at least a few less than what is in-
ferred from observations. Furthermore, by combining scalings derived from idealised
merger simulations with a semi-empirical model, Hopkins et al. (2010) estimated that at
all redshifts, merger-induced starbursts account for ∼ 5 − 10 per cent of the SFR density
of the Universe, which is also at odds with the Illustris results.

One possible reason for the relative shortage of starbursts in Illustris is its kiloparsec-
scale spatial resolution. Although the comparison of the low- and high-resolution runs
presented in Figure 4.4 suggests that the fraction of starbursts is converged, it is possible
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that this conclusion will change if the resolution is increased significantly, as is often done
using zoom-in simulations of galaxies (e.g.; Guedes et al., 2011; Marinacci et al., 2014). It
is for example possible that the spatial resolution in both the high- and low-resolution
Illustris runs is insufficient to resolve the tidal torques that drive starbursts in mergers.
Indeed, the compact sizes (of order 100 pc) of the starbursting regions in local ULIRGs
(e.g. Sakamoto et al., 2008; Engel et al., 2011) support this interpretation. Furthermore,
examination of the individual star formation histories presented in Fig. 4.10 indicates
that the galaxies’ star formation was burstier at high redshift (z & 2). Because a fixed
comoving softening yields finer resolution at higher redshifts, this observation may also
indicate that resolution is the reason for the lack of starbursts in Illustris.

The relatively stiff equation of state of the Springel & Hernquist (2003) sub-resolution
ISM model may also serve to suppress starbursts in Illustris. However, in higher-resolution
idealised merger simulations that employed the same ISM model, SFR elevations of an
order of magnitude or more have been found (e.g. Cox et al., 2008; Hayward et al., 2011,
2014; Torrey et al., 2012). Furthermore, the resulting SFR elevations are sufficient to match
the observed interaction induced SFRs of close-pair galaxies in SDSS (Scudder et al., 2012;
Patton et al., 2013). We note however that galaxy merger simulations with much softer
equations of state show still stronger (albeit shorter) SFR increases (e.g. Mihos & Hern-
quist, 1996). Also, the elevation depends sensitively on the mass ratio and orbital pa-
rameters of the merger (e.g. Di Matteo et al., 2007, 2008; Cox et al., 2008). Thus, the sub-
resolution ISM model may contribute to the suppression of merger-driven starbursts in
Illustris but is unlikely to be the sole reason. But mergers are not the only mechanism that
can drive starbursts: it has been suggested that violent disk instability is also an impor-
tant channel for driving starbursts (e.g. Dekel et al., 2009; Ceverino et al., 2010; Cacciato
et al., 2012; Porter et al., 2014). Such events may be suppressed in Illustris because of the
sub-resolution ISM model.

Finally, it is possible that the IR luminosity-inferred star formation rates of extreme
outliers from the main sequence are overestimates of the true SFR. For highly obscured
galaxies, at the peak of the starburst, simulations suggest that older stellar populations
(Hayward et al., 2014) and obscured AGN (L. Rosenthal et al., in preparation) may con-
tribute to the IR luminosity and thus cause the SFR to be overestimated by a factor of
a few. These effects are almost certainly not significant for the bulk of the star-forming
galaxy population and thus should not affect the normalization of the SFR-stellar mass
relation, but, if they are relevant for any real galaxies, it will likely be those galaxies that
are well above the galaxy main sequence. Consequently, these effects may explain the
tension between observations and Illustris demonstrated in Section 4.3.2.

4.7 Conclusions

In this work, we have examined the star formation main sequence and individual star
formation histories of galaxies in the Illustris simulation. Our main findings can be sum-
marized as follows:

• The normalisation of the star formation main sequence is consistent with the ob-
servations at z = 0 and z = 4. At intermediate redshifts, z ∼ 2, the normali-
sation is significantly lower than reported in observations. There is also a slight
tension between the slope of the star formation main sequence for low-mass galax-
ies, for which Illustris predicts an approximately mass-independent specific SFR,
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whereas observations indicate that the specific SFR is a decreasing function of stel-
lar mass. We speculate that more-sophisticated feedback models are required in
order to properly recover the observed slope and normalisation of the SFMS.

• The highest star formation efficiency is found in halos with masses of 1012 M�, and
the largest contribution to the star formation rate density comes from galaxies in
halos with masses of 1011.5 − 1012.5 M� at z . 4. At higher redshift, the dominant
contribution originates in less-massive halos because of the declining abundance
of halos with high masses. The stellar masses of the galaxies contributing most
strongly to the global star formation rate density lie in the range 1010 − 1011 M�,
which is in agreement with observational constraints on this peak mass. Another
result is that galaxies with stellar masses above ' 1011 M� that reside in ∼ 1012 M�
halos form their stars later than galaxies in more-massive halos. This is a conse-
quence of star formation being most efficient in ∼ 1012 M� halos.

• We have studied the dominant modes and the time variability of individual star for-
mation histories with a principal component analysis, finding that the characteristic
timescale of star formation fluctuations in the simulation is 500 Myr. Another result
of this principal component analysis is that many features of a galaxys star forma-
tion history can be described by the leading principal component. This leads us to
suggest that star formation histories based on one or several principal components
can be useful when fitting the spectral energy distribution of observed galaxies.

• Compared to observations, there is a paucity of strong starbursts in Illustris, as
evidenced by the small number of galaxies that lie significantly above the star for-
mation main sequence. This is likely caused in part by a lack of spatial resolution
in the cosmological simulation, but it may also reflect the relatively stiff equation of
state model used in Illustris’ subgrid model for the regulation of star formation in
the ISM.

In future cosmological simulations of galaxy formation, the relative frequency of star-
bursts may well turn out to be an important constraint that informs about adequate mod-
els for the ISM. In Illustris, starbursts are presumably damped in intensity and stretched
in time by the stiff ISM model, without much affecting the stellar mass and the struc-
tural properties of merger remnants. If a significant number of starbursts are triggered
by disk instabilities, which are suppressed by the ISM model used in Illustris, the result-
ing discrepancies could potentially be more significant. Refined simulation models will
be necessary to clarify this question.
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Chapter 5

The origin of gamma-ray bursts: the
explosion of a massive star at z ' 0.55

This chapter contains the following article:

Spectroscopic evidence for SN 2010ma associated with GRB 101219B

Published in Sparre et al. 2011, ApJ, 735L, 24.

Authors: M. Sparre, J. Sollerman, J. P. U. Fynbo, D. Malesani, P. Goldoni, A. de Ugarte
Postigo, S. Covino, V. D’Elia, H. Flores, F. Hammer, J. Hjorth, P. Jakobsson, L. Kaper, G.
Leloudas, A. J. Levan, B. Milvang-Jensen, S. Schulze, G. Tagliaferri, N. R. Tanvir, D. J.
Watson, K. Wiersema, R. A. M. J. Wijers

Abstract

We report on the spectroscopic detection of supernova SN 2010ma associated with the
long gamma-ray burst GRB 101219B. We observed the optical counterpart of the GRB on
three nights with the X-shooter spectrograph at the VLT. From weak absorption lines, we
measure a redshift of z = 0.55. The first epoch UV–near-infrared afterglow spectrum,
taken 11.6 hr after the burst, is well fit by a power law consistent with the slope of the X-
ray spectrum. The second and third epoch spectra (obtained 16.4 and 36.7 days after the
burst), however, display clear bumps closely resembling those of the broad-lined type-
Ic SN 1998bw if placed at z = 0.55. Apart from demonstrating that spectroscopic SN
signatures can be observed for GRBs at these large distances, our discovery makes a step
forward in establishing a general connection between GRBs and SNe. In fact, unlike most
previous unambiguous GRB-associated SNe, GRB 101219B has a large gamma-ray energy
(Eiso = 4.2×1051 erg), a bright afterglow, and obeys the “Amati” relation, thus being fully
consistent with the cosmological population of GRBs.

5.1 Introduction

Within the last 13 years a connection between two of the most energetic phenomena in
our universe, long-duration gamma-ray bursts (GRBs, T90 > 2 s; Kouveliotou et al. 1993)
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and core-collapse supernovae (SNe), has been established (e.g., Woosley & Bloom, 2006).
The first SN associated with a GRB was reported by Galama et al. (1998), who found

the extremely luminous SN 1998bw to be associated with GRB 980425. Subsequently,
several other GRB–SNe were found, and a few of these have also been spectroscopi-
cally confirmed, most prominently GRB 030329 (Hjorth et al., 2003; Stanek et al., 2003),
GRB 031203 (Malesani et al., 2004), GRB 060218 (Pian et al., 2006; Sollerman et al., 2006),
and GRB 100316D (Starling et al., 2011; Bufano et al., 2011; Chornock et al., 2010; Cano
et al., 2011). All these SNe are broad-lined type Ic; they lack lines from hydrogen and
helium in their spectra and have broader lines than typical core-collapse SNe.

Most of these spectroscopic SN-associated GRBs are low-luminosity GRBs for which
the emitted energies in the γ-ray band are in the range 1048–1050 erg (e.g., Amati et al.,
2007; Nysewander et al., 2009), which is 2–4 orders of magnitude smaller than for typical
GRBs detected at larger distances. They also had comparably fainter or undetected opti-
cal and X-ray afterglows, and did not always obey theEpeak–Eiso correlation (Amati et al.,
2007). The only well-known exception is GRB 030329 at z = 0.167. It is therefore crucial to
test whether the SN-GRB connection holds in general for high-redshift, high-luminosity
GRBs. To date, evidence in this direction is provided by the photometric detection of
SN-like bumps in the late-time light curves of several GRBs (e.g., Zeh et al., 2004; Fynbo
et al., 2004; Tanvir et al., 2010; Cano et al., 2011). Spectroscopy was also obtained in a
few cases (e.g., Garnavich et al., 2003; Della Valle et al., 2003, 2006, 2008), although the
contamination from the host galaxy and the faintness of the targets makes it difficult to
reach firm conclusions in some of these cases.

GRB 101219B was detected by the Swift Burst Alert Telescope (BAT) on 2010 December
19 at 16:27:53 UT. Its afterglow was promptly detected by Swift both in the X-ray and
UV/optical bands (Gelbord et al., 2010a). The GRB was observed to have a duration of
T90 = 34 ± 4 s in the 15–150 keV band (Cummings et al., 2010). It was also observed by
Fermi/GBM, where a duration of T90 = 51± 2 s was determined in the 10–1000 keV band
(van der Horst et al., 2010). The spectrum of the prompt emission as measured by GBM
is well fitted by the Band model with a peak energy at 70± 8 keV. The fluence measured
by GBM is (5.5±0.4)×10−6 erg cm−2 (10–1000 keV). Given a redshift of 0.55 (see § 5.3.1),
this corresponds to an isotropic equivalent energy Eiso = 4.2× 1051 erg.

In this Letter we report on the spectrosopic detection of a SN associated with GRB 101219B.
In § 2 we describe our observations, in § 3 we present the redshift measurement and the
detection of the SN. Finally, in § 4 we offer a discussion of how this GRB-SN fits in our
current understanding of the GRB-SN connection.

For the cosmological calculations we assume a ΛCDM-universe with h0 = 0.71, Ωm =
0.27, and ΩΛ = 0.73.

5.2 Observations and data reduction

We observed the afterglow of GRB 101219B using the X-shooter spectrograph (D’Odorico
et al., 2006; Vernet et al., 2010) mounted at UT2 of the ESO-VLT on Cerro Paranal. X-
shooter is an echelle spectrograph with three arms covering the full spectral range from
the atmospheric cut-off around 3000 Å to the K band (24,800 Å).

An overview of the observations is given in Table 5.1. For the UVB, VIS and NIR
arms, slit-widths of 1.′′0, 0.′′9, and 0.′′9, respectively, were used. The binning was 1×2 in all
UVB and VIS exposures, and NIR-exposures were unbinned. The slit was always aligned
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Table 5.1: Overview of the X-shooter observations. The R-band magnitudes were derived from
the acquisition images.

Epoch 1 Epoch 2 Epoch 3
Mean time (UT) 2010 Dec 20.17 2011 Jan 5.09 2011 Jan 25.55
Time since GRB 11.6 hr 16.4 days 36.9 days

Exposure time (s) 4800 7200 7200
Seeing (arcsec) 0.93–1.11 0.78–0.85 0.89–0.97

Airmass 1.56–2.60 1.19–1.99 1.43–2.11
R magnitude 19.8± 0.2 22.7± 0.2 > 22.7

along the parallactic angle, and the instrument has an atmospheric dispersion corrector
for the UVB and VIS arms.

We processed the spectra using the X-shooter data reduction pipeline (Goldoni et al.,
2006; Modigliani et al., 2010) version 1.2.2. The pipeline performs all the standard reduc-
tions required to obtain flux calibrated echelle spectra.

All three spectra were corrected for Galactic extinction using RV = 3.1 and the pre-
scription from Cardelli et al. (1989) with E(B − V ) = 0.02 mag (Schlegel et al., 1998). The
spectra were reduced in staring mode and flux-calibrated using observations of the spec-
trophotometric standard star LTT 3218 (Hamuy et al., 1993). We performed photometry
of the transient on the R-band acquisition images of X-shooter (Table 5.1). Although our
photometry could be calibrated only relative to two faint USNO stars, our results are fully
consistent with nearly simultaneous measurements obtained by GROND (Olivares et al.,
2010). We therefore decided to scale our spectra in order to match the GROND photome-
try. A relatively large correction (a factor of 2.0) was needed for the first-epoch spectrum,
probably due to the high airmass of the observartion. The second spectrum was also
scaled to the GROND photometry (Olivares et al., 2011), but only a small correction (5%)
was necessary.

For the third epoch, we compared our spectrum with late-time ugri imaging secured
by us with the Gemini South telescope equipped with GMOS on Jan 29 (u) and on Jan
30 (gri), about 40 days after the BAT trigger. The flux in the spectrum matches well our
photometric measurements.

5.3 Results

5.3.1 Redshift measurement

The first epoch spectrum is characterized by a power-law spectral shape typical for GRB
afterglows. Only weak absorption lines are present, which makes it difficult to firmly
determine the spectroscopic redshift. We tentatively reported a redshift of z = 0.5519
(de Ugarte Postigo et al., 2011) mainly based on the MgII 2796, 2803 Å doublet. We do
not detect significant absorption at the positions of the FeII lines at 2382.76, 2586.65 and
2600.17 Å, but these are located in noisier parts of the spectrum. There is also a feature
consistent with MgI 2853 Å at this redshift.

We have remeasured the redshift from the fully calibrated spectrum and find z =
0.55185 ± 0.00005. To quantify the robustness of this detection we created a mean ab-
sorption profile by stacking the positions of the three Mg lines assuming a redshift of
z = 0.55185. The resulting mean profile is shown in velocity space in Fig. 5.1. There is
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Figure 5.1: The mean velocity profile for the first epoch spectrum, for three Mg absorption lines
detected at 4339.6, 4350.7, and 4427.5 Å assuming a redshift of z = 0.55185. Each line was con-
verted to rest frame vacuum wavelength zero velocity before stacking.

indeed a fairly clear signal in the mean profile assuming this redshift. The formal sig-
nificance of the stacked line is ∼ 7σ. The two later epochs contain insufficient flux to
significantly improve on this estimate. We note that the redshift is consistent with the
limit of z < 1.5 reported from Swift-UVOT detections in the UVW2 filter (Kuin et al.,
2011).

5.3.2 The first epoch afterglow

Our first epoch afterglow spectrum is well fitted using a simple power-law (Fν ∝ ν−β ,
i.e. Fλ ∝ λβ−2). Using the UV – optical range, we find βopt = 0.92 (Fig. 5.2), with
systematic errors from the wavelength-dependence of the slit-loss around 10% indicated
by the shaded area in the figure. The observed slope is consistent with the X-ray power-
law slope measured by the Swift X-Ray Telescope (XRT), βX = 0.88 ± 0.09 (Evans et al.,
2009).

Also shown in Fig. 5.2 are the nearly simultaneous measurements from GROND and
those from Swift-UVOT, (Kuin et al. 2010; Kuin, private communication). A temporal
decay Fλ ∝ t−1 is adopted to correct for the (small) time difference.

From the X-ray and optical fluxes, we calculate the broad-band spectral index (βOX)
(see Jakobsson et al., 2004). We find βOX = 1.02 ± 0.10, where the error arises from the
uncertainty in the spectral index reported in the XRT spectrum and from the choice of the
two wavelength points.

The fact that βX, βopt and βOX are identical within their uncertainties shows that not
only the slopes, but also the normalizations of the optical and X-ray spectra are consistent,
hence both components belong to the same power-law segment. This also indicates that
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little dust can be present along the line of sight (see § 5.3.4).

5.3.3 Detection of a supernova

In Fig. 5.3, spectra from all the three epochs are shown together with the first epoch
power-law fit. GRB afterglows have power-law spectra, which is seen in the first epoch
(as highlighted in Fig. 5.2). This is clearly not what we observe at later times; in the
second epoch spectrum there is a prominent bump at 7800 Å and an increase in flux from
5000 to 5500 Å. The third-epoch spectrum also reveals a bump at ∼8400 Å.

We have overplotted on the second epoch spectrum a combination of the fading
power-law afterglow (∼ 20 times dimmer than in the first epoch) and the spectrum from
SN 1998bw (8 day past explosion and corrected for Galactic extinction; Patat et al., 2001)
redshifted to z = 0.55185. We scaled the flux of SN 1998bw by a factor of 1.4 to match our
observations from 5000 to 8000 Å. This reproduces fairly well both the bump and the flux
increase. Epoch 2 corresponds to 10.6 days in the rest frame of the burst, for which the
SN 1998bw spectrum at 8 days is the closest available match with sufficient wavelength
coverage. We note that SN 1998bw brightened by about 0.3 mag between 8 and 10.6 days
(Galama et al., 1998), hence the flux level is consistent between the two events.

For the third epoch we overplotted a spectrum of SN 1998bw at an epoch of 23 days
after the burst in the rest frame. This spectrum of SN 1998bw was chosen to best match the
rest-frame epoch for our spectral observations of GRB 101219B and moved to z = 0.55185
with no additional flux scaling. The data are again consistent with the presence of a SN
similar to SN 1998bw, although the possible contribution from residual afterglow and
from the host galaxy (see § 5.3.4) limit the scope of this comparison.

We emphasize that in making these comparisons we have made very few assump-
tions and used few free parameters. The redshift was fixed to that measured from the
absorption lines and the afterglow spectral slope is consistent with the X-ray slope. The
SN 1998bw spectra were chosen for epochs dictated by our observations. We attribute
the bluest part of the second epoch spectrum to the optical afterglow, since the SN is
unlikely to contribute substantially in this regime (due to UV line blanketing, see e.g.;
Mazzali et al., 2003). The afterglow is thus 21±1 times fainter than in the first epoch. The
only free parameter in the comparison with the epoch 2 spectrum is that we scaled the
spectrum of SN 1998bw up by 40% (consistent with the time evolution of SN 1998bw).

The only plausible explanation for the nice match is that an energetic SN was indeed
associated with GRB 101219B. We note that Olivares et al. (2011), using GROND, reported
photometric evidence for a SN component in their light curves of GRB 101219B with an
estimated redshift of z ≈ 0.4–0.7. Following our discovery, the IAU dubbed this event
SN 2010ma (Sparre et al., 2011).

5.3.4 Dust extinction and host galaxy continuum

The fact that our power-law fit agrees with the first epoch spectrum all the way out to
the bluest end, and even extrapolates into the UVOT and XRT regimes (Fig. 5.2), demon-
strates that this GRB suffered from negligible extinction. Adding an SMC-like dust ex-
tinction when fitting the afterglow did not improve the fit. To put an upper limit to the
V -band absorption AV , we fitted the normalization and the spectral slope to a model,
whereAV was fixed to 0.1 mag. In the UVB part of our spectrum this model gave a worse
fit than the dust-free fit, and it also did not match the UVOT points, so we conclude
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Figure 5.2: The first epoch spectrum, which was taken 11.6 hr after the burst, fitted with a power-
law. Also shown are fluxes from imaging with GROND, Swift-UVOT, and our own acquisition
image. The GROND-fluxes were used to fix the normalization of our spectrum. Regions domi-
nated by atmospheric features and instrumental artifacts are excluded from the plot and from the
fit. In the fit we excluded the NIR (λ > 11, 000 Å), due to a possible systematic error in the offset
between the flux-calibrated spectra in the VIS and in the NIR.
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Table 5.2: Equivalent widths for the absorption features in the first epoch spectrum, both in the
observer and rest frames. Limits are at 3σ.

Feature EWobs (Å) EWrest (Å)
FeII λ2586 <0.96 <0.62
FeII λ2600 <0.90 <0.58
MgII λ2796 1.34±0.25 0.86±0.16
MgII λ2803 0.98±0.20 0.63±0.13
MgI λ2852 0.89±0.18 0.57±0.12

that AV < 0.1 mag. The lack of excess X-ray absorption (Gelbord et al., 2010b) and the
weakness of the absorption features (§ 5.3.5) are consistent with a tenuous host galaxy
medium.

From the Gemini images obtained on Jan 29 and Jan 30 we infer the following limits
and measurements of the source: u > 24.5, g = 24.1±0.2, r = 23.7±0.2, and i = 23.8±0.2.
This corresponds to a monochromatic flux of about 9 × 10−19 erg cm−2 s−1 Å−1 in the r
band, consistent with the third epoch spectrum. It is not clear if this corresponds to the
host galaxy alone or whether there is some contribution from the afterglow or the SN. To
test how much such a contribution could affect the luminosity of the SN in the second
epoch, we assumed as an upper limit that the host galaxy has a wavelength-independent
flux corresponding to what is measured in the third epoch spectrum. To this value we
added a faded afterglow and a contribution from SN 1998bw. In this way, the SN would
be 30% fainter than assuming no host contamination. The host galaxy is thus unlikely to
affect the conclusion that a luminous SN component is dominating our epoch 2 spectrum.

We have also searched the spectra for the strongest host galaxy emission lines. Un-
fortunately, at z = 0.55185 [OII] λ3727 and Hα fall in the transition regions between the
UVB/VIS and VIS/NIR arms, respectively. However, [OIII] λ5007 is located in a clear
part of the spectrum. To derive an upper limit on the line flux we added artificial emis-
sion lines of increasing strength to the data, until the line was easily detectable. For
[OIII] λ5007 we find that an emission line of 3 × 10−17 erg s−1 cm−2 would have been
detected. At the redshift of the burst this corresponds to a luminosity of L[Oiii] = 4× 1040

erg s−1. While this limit is not unprecedented (for example, the host galaxy of GRB 030329
has L[Oiii] = 3 × 1040 erg s−1; Hjorth et al. 2003), this value lies at the lower end of the
distribution (Savaglio et al., 2009), consistent with a faint host galaxy.

5.3.5 Mg absorption in the host galaxy

Table 5.2 displays the equivalent widths of the absorption features in the first epoch spec-
trum. MgII λ2796 is stronger than MgII λ2803 and their ratio (1.37 ± 0.37) is consistent
with the average value (1.16± 0.03) of the composite spectrum presented by Christensen
et al. (2011). These lines are weaker than the ones of the typical GRB spectrum, but sim-
ilar or even weaker cases have been seen before (e.g., GRB 050922C: Piranomonte et al.
2008; GRB 070125: Fynbo et al. 2009). The detection limits of iron lines are consistent with
the weak magnesium features.
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5.4 Discussion

In this paper we report on our detection of the spectral signature of a SN, SN 2010ma, in
the fading afterglow spectrum of GRB 101219B.

The redshift was measured to be z = 0.55185 based on our detections of weak MgII
absorption lines in the first epoch spectrum. At this redshift, a SN similar to SN 1998bw
can well match our second epoch spectrum. The broad spectral features indicate high
velocities in the expanding ejecta, whereas a normal SN Ib/c clearly does not match the
observations. A SN interpretation is consistent with the drop at ∼ 5000 Å being due to
UV blanketing in the SN spectra, where the UV part is instead dominated by the blue
afterglow component. The host galaxy appears to be relatively faint, which likely con-
tributed to obtain a clean signal from the supernova. There is little room for host galaxy
extinction.

The GRB itself is clearly of long duration and has, at the measured redshift, an isotropic
equivalent energy of 4.2× 1051 erg. It has a bright afterglow with a standard light curve,
and obeys the Ep–Eiso (“Amati”) relation (Amati et al., 2007). It is thus fully represen-
tative of the high-luminosity, routinely observed high-redshift population of GRBs, for
which we now can provide a robust, spectroscopic association with a SN.

Since 4 out of the 5 previously unambiguously spectroscopically confirmed SN–GRBs
were in fact rather low luminosity bursts with unusual afterglows and spectral properties,
there have been suggestions in the literature (e.g., Kaneko et al., 2007) that the GRB–SN
association is only proven for the local universe. Our new association favours a GRB-SN
connection also for the main population of cosmological GRBs. This confirms previous
observations of photometric bumps and tentative spectroscopic SN detections for distant
bursts. In the recent compilation by Hjorth & Bloom (2011), the evidence for the SN
association of GRB 101219B was graded just after the five ‘ironclad’ cases mentioned in
§ 1. The fact that we were able to see the SN component emerge over three epochs with
the same instrumentation leaves little room for confusion by afterglow or host galaxy
emission — also thanks to the faintness of the host. The X-shooter spectrograph will with
no doubt continue to contribute to this area of research.
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Figure 5.3: Three epochs of spectral observations. The second epoch is compared with a faded
afterglow component and the flux from SN 1998bw (8 days after the explosion), multiplied by
1.4. In the third epoch the contributions from the faded afterglow and possible host galaxies are
ignored, and the observations are compared to SN 1998bw alone. The flux of the first epoch has
been divided by 6 for presentation purposes. The NIR spectra are not shown, because of their low
signal-to-noise ratio in the second and the third epoch. Regions dominated by atmospheric and
instrumental features are removed from the plot. The spectra are rebinned to a resolution of 0.8 Å.
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Chapter 6

The X-ray afterglow of gamma-ray
bursts

This chapter contains the following article:

A search for thermal X-ray signatures in Gamma-Ray Bursts II:
The Swift sample

Published in Sparre & Starling 2012,MNRAS,427,2965

Authors: Martin Sparre & Rhaana L. C. Starling

Abstract

In several gamma-ray bursts (GRBs) excess emission, in addition to the standard syn-
chrotron afterglow spectrum, has been discovered in the early time X-ray observations.
It has been proposed that this excess comes from black body emission, which may be
related to the shock break-out of a supernova in the GRBs progenitor star. This hypoth-
esis is supported by the discovery of excess emission in several GRBs with an associated
supernova. Using mock spectra we show that it is only likely to detect such a compo-
nent, similar to the one proposed in GRB 101219B, at low redshift and in low absorption
environments. We also perform a systematic search for black body components in all the
GRBs observed with the Swift satellite and find six bursts (GRB 061021, 061110A, 081109,
090814A, 100621A and 110715A) with possible black body components. Under the as-
sumption that their excess emission is due to a black body component we present radii,
temperatures and luminosities of the emitting components. We also show that detection
of black body components only is possible in a fraction of the Swift bursts.

6.1 Introduction

Gamma-ray bursts (GRBs) emit extreme amounts of γ-rays on a short time scale; typically
1050−1054 erg are released in 0.1−100 seconds. Only violent processes, such as a compact
object merger or the collapse of a massive star, can explain these large energy releases,
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which have made GRBs observable out to high redshifts of z ≈ 8− 9 (Tanvir et al., 2009;
Salvaterra et al., 2009; Cucchiara et al., 2011).

There exists strong evidence, that the collapse of massive stars can produce long GRBs
(T90 > 2 s; Kouveliotou et al., 1993), since spectroscopic features from supernovae (SNe)
have been detected in optical follow-up observations of GRBs (e.g. Galama et al. (1998);
Hjorth et al. (2003); Starling et al. (2011). Also see review by Hjorth & Bloom (2011)). All
these SNe are of type Ic with broad lines and no signs of Hydrogen or Helium. Besides
these spectroscopic detections, evidence for SN Ic features is also found in light curves of
some GRBs (Patat et al., 2001; Lipkin et al., 2004; Cobb et al., 2010; Cano et al., 2011).

One burst of particular interest was GRB 060218 (Soderberg et al., 2006; Mazzali et al.,
2006). It had an associated supernova (Pian et al., 2006), and its X-ray afterglow could
best be described by a combination of synchrotron emission, which is usual for after-
glows, and black body emission (Campana et al., 2006). Waxman et al. (2007) showed
that this black body emission could origin in a shock generated by the breakout of a su-
pernova through the surface of the GRBs progenitor star. Subsequently, thermal X-ray
emission which may be described by a black body has been suggested in GRB 090618,
GRB 100316D and GRB 101219B, which all have associated SNe (Page et al. (2011), Star-
ling et al. (2011), Starling et al. (2012), respectively. See also Starling et al. (2012)). This
supports the connection of the black body component with emission from a supernova.
Deviations from a single power law in the early X-ray spectra in GRBs, was also found
by Butler (2007), who identified a soft emission component in 5 − 10 % of the bursts in
the studied sample.

In this series of papers, we search for more bursts with X-ray black body components,
and derive the conditions under which such components may be reliably recovered. In
Paper I (Starling et al., 2012) black body components were identified in bursts with spec-
troscopic or photometric signatures in the optical. The aim of this paper is to perform a
systematic search for more bursts with X-ray black body components in the Swift sam-
ple, and to derive the conditions under which such components may be reliably recov-
ered. In Section 2 the sample and model fitting are described, and in Section 3 we create
simulated spectra to set constraints on the detectability of black body components. In
Section 4 bursts are selected as candidates for having black body emission, and Section 5
presents and discusses the final list of candidates. Section 6 extracts physical parameters,
assuming that the excess emission is black body emission, and the fraction of GRBs with
probable excess emission is examined.

For the cosmological calculations we assume a ΛCDM-universe with h0 = 0.71, Ωm =
0.27, and ΩΛ = 0.73. All stated errors and error bars are 90% confident. In the plots nH is
in units of 1022 cm−2 unless stated otherwise. We will use the words thermal components
and black body components interchangeably.

6.2 Fitting models with black body components to a sample of
GRBs

6.2.1 A sample of Swift bursts

The sample, in which we will search for X-ray black body components, consists of the
GRBs observed with the Swift XRT (Burrows et al., 2005), where redshifts are determined
with optical spectroscopy, or simultaneous multi-band photometry, as obtained from the
GROND-instrument (Krühler et al., 2011a). Furthermore we only select bursts, where
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Table 6.1: The parameters in the four fitting models (M1-M4). It is shown whether a parameter is
free (if marked as free), fixed (fixed), not included (-) or fitted to the late time spectrum (late fit).

Description M1 M2 M3 M4
z Redshift of the GRB fixed fixed fixed fixed
nH,gal Galactic column density fixed fixed fixed fixed
nH,int or nH Intrinsic column density in the

GRB host galaxy
free free late fit late fit

Γ Photon index, defined as FE ∝
E−Γ (FE is flux)

free free free free

FPL Flux of the power law compo-
nent of the afterglow in a 0.3−
10 keV band

free free free free

kT Black body temperature (in the
rest frame of the burst)

- free - free

FBB Flux of the black body emis-
sion in a 0.3− 10 keV band

- free - free

Windowed Timing mode (WT mode) observations exist, since this assures that data were
taken shortly after the trigger. The sample consists of 190 bursts with the most recent
burst from August 8th 2011.

We used the publicly available1 WT mode data, see Evans et al. (2009). Note, that the
sample also includes bursts not triggered by Swift. We make use of the time-averaged
WT mode spectra, which have all been created in the same manner according to Evans et
al. (2009) and using the Swift software version 3.8 and the latest calibration data.

6.2.2 Spectral modelling

In order to identify black body emission for a burst, it is necessary to understand the inter-
play between all contributing components in the observed spectrum: the afterglow con-
tinuum, the black body emission and the absorption of the source emission by gas in the
line-of-sight within the host galaxy and the Galaxy. These properties can be parametrised
by the seven parameters in Table 6.1. Note, that not all parameters are free: in our sample
the redshift of each burst is known, and the Galactic column density can, in most cases,
be determined to within ±5% (Kalberla et al., 2005).

For each burst we fitted four different models to the WT spectrum. These models
are also shown in Table 6.1. Model 1 (M1) is an absorbed power law, whereas Model 2
(M2) also includes black body emission at the redshift of the bursts. Model 3 and 4 (M3
and M4) are similar to Model 1 and 2, with the only difference, that nH,int is fitted to the
late-time Photon Counting mode spectrum, which we expect to be free from additional
components and therefore a reliable measure of any absorbing column, instead of from
the early-time (WT) spectrum itself. The atomic data used are Solar abundances from
Wilms et al. (2000) and cross-sections from Verner et al. (1996).

For all the WT spectra we group the spectra in 20 counts per bin and perform a χ2-
fit. For the late time observations, used to determine nH,int in Model 3 and 4, ungrouped
spectra are fitted with Cash statistics Cash (1979).

1Website for XRT data: http://www.swift.ac.uk/
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6.2.3 Selecting candidates with the F-test

The F-test (e.g.; Lampton et al., 1976) is a statistical test, which gives the probability that
an improvement in the reduced χ2, with the inclusion of extra parameters, is due to an
improvement in the fitting model. To test whether a black body component is present in
a spectrum, we therefore use the F-test to compare Model 1 and 2 and Model 3 and 4.
Protassov et al. (2002) showed, that the F-test is not a stringent test, but in the following
section we will explicitly show, that the F-test in many cases is sufficient to recover black
body components, when they are present. In Section 6.4 we will select the candidates.

6.3 Recovering a black body component in mock spectra of GRB
101219B

In Section 6.4 it will be found, that one of the candidates for having a black body com-
ponent is GRB 101219B with a temperature of 0.22 keV in the Model 2 fit (see Section 6.4
and Table 6.2). This value is consistent with the value found in Paper I. With a redshift
of z = 0.55 (de Ugarte Postigo et al., 2011) GRB 101219B is one of the most distant GRBs
with a spectroscopically detected supernova (Sparre et al., 2011). Now mock spectra will
be used to derive the range of column densities, redshifts and afterglow parameters for
which a detection of the black body component is possible, and we will use this informa-
tion to refine our candidate list.

6.3.1 The role of column densities

To reveal the role of the column densities, the F-test significances of the black body detec-
tions are calculated for several 101219B-like mock spectra with nH -values varying from
0.0 to 0.8× 1022 cm−2. The other parameters used to create the mock spectra are identical
to the recovered value in the fit of Model 2 from the real data.

The left panel in Figure 6.1 shows how the F-test significance (calculated from Model
1 and 2) depends on the nH -value used to generate the mock spectra. If the F-test sig-
nificance is lower than 10−4 we will say that Model 2 is favoured over Model 1 (i.e. the
presence of a black body component is favoured). The central and the right panel show the
nH and kT recovered by the fits of the same mock spectra. When the nH used to generate
the mock data is larger than 0.4×1022 cm−2, the nH recovered by the fit is often too small,
and in most cases a temperature with a large error is recovered. For nH < 0.4×1022 cm−2

the F-test favours the existence of a black body component, and correct kT and nH -values
are recovered within their errors.

Similar mock spectra without black body components were also made, and no signif-
icant detections of black body components were favoured by the F-test.

Fixing nH to the late time spectrum

For the fits of the real data the nH -values in Model 3 and 4 are fixed to the fitted value
from the late time spectrum. Now it will explicitly be shown, that this method might
lead to significant black body detections for spectra with no real black body components,
when nH is fixed to a too large value.

First spectra with photon indices and power law normalizations identical to GRB 101219B
are generated, but with nH varying from 0 to 0.8 × 1022 cm−2. All the spectra are gener-
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Figure 6.1: Left: The F-test significance of the recovery of a 101219B-like black body component
as function of nH (in units of 1022 cm−2). Central: The nH -value recovered (in the Model 2 fit) as
function of the correct nH . Right: The recovered temperature (in keV).

0.0 0.2 0.4 0.6 0.8
intrinsic nH (faked)

−16

−14

−12

−10

−8

−6

−4

−2

0

F
-t

es
t

si
gn

ifi
ca

n
ce

Wrong fix of nH

0.0 0.5 1.0 1.5 2.0
z

−16

−14

−12

−10

−8

−6

−4

−2

0

The role of redshift

−1.5 −1.0 −0.5 0.0
log10 PLNORM

−16

−14

−12

−10

−8

−6

−4

−2

0

Power law normalisation
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used the generate the spectra, shown as abscissa. Spurious detections appear, when nH is fixed
to a to large value. Central: The F-test significance as function of z for a GRB 101219B-like burst.
Right: The role of the power law normalization (in arbitrary units).

ated without black body components. In the fitting function nH is fixed to 0.5×1022 cm−2

for all the spectra, just like if this value had come from the fit of a late time spectrum. In
Figure 6.2 (left panel) it is shown that the F-test favours a black body component when
nH . 0.35 × 1022 cm−2. All the recovered black body components had temperatures be-
tween 0.08 keV and 0.2 keV. We conclude that, if nH is fixed to a value∼ 0.15×1022 cm−2

larger than the real value, a spurious black body component will compensate for the flux
lost due to the high column density absorption parameter.

A side result of this analysis is that typical Galactic column densities can not lead to
spurious detections of black body components. nH,gal is typically of order ∼ 0.05 × 1022

cm−2 with a 10 per cent error (Kalberla et al., 2005), which is well below the critical value
of 0.15× 1022 cm−2 found above.

6.3.2 Redshift and afterglow parameters

To find the redshifts for which it is possible to observe a GRB 101219B-like black body
component, simulations like those in Section 6.3.1 are performed, with the only difference
that z is varied instead of nH . Figure 6.2 (central panel) shows, that black body components

93



are recovered with F-test significances . 10−8 when z < 1. For 1 < z < 2 the significance
of the detections are lowered by several orders of magnitudes.

The role of the parameters describing the synchrotron emission from the afterglow
will now be quantified. First we fix the photon index to the GRB 101219B-value and
simulate spectra with power law normalizations covering the values observed in our
sample. The resulting F-test significances of our fits are shown in Figure 6.2 (right panel).
A low normalization constant is essential in order not to dilute the signal from the black
body component with noise from the afterglow emission. We also fitted simulated spectra
with a fixed normalisation and a varying photon index, see Figure 6.3. A trend in the
complicated pattern is that GRB 101219B-like black bodies are most likely to be detected
with low photon indices.

6.4 Selecting Candidates

Now we will start searching for candidates with black body components in our sample.
The bursts with F-test probabilities lower than 0.005 in the Model 1-2 comparison or
the Model 3-4 comparison were selected. For now, we are only interested in making
an initial list of candidates, which will be refined later. We are therefore using a looser
F-test significance threshold here than in Section 6.3 (a limit of 0.005 is now used instead
of 10−4). The selected candidates are listed in Table 6.2.

6.4.1 Ruling out candidates with uncertain nH

It is important to understand the contribution of nH in order to make a reliable detection
of a black body component. We therefore removed all bursts with a 90% error on nH
larger than 0.4 × 1022 cm−2 for Model 2 or larger than 0.8 × 1022 cm−2 for Model 4. A
lower threshold was chosen for Model 2, so candidates with a degenerate nH -value were
excluded. In Table 6.2 a burst is marked with uncertain nH , if it is excluded due to this
criterion. The analysis was done for larger values of the thresholds, but it did not lead
to the detection of more candidates in the refined analysis, which will be presented in
Section 6.4.3 and 6.4.4.
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Figure 6.3: The F-test significance as function of the photon index.

6.4.2 Candidates at high and low redshift

The high-redshift candidates (z > 2)

For z > 2 GRB 101219B-like black body components are difficult to detect (see Sec-
tion 6.3.2 and Figure 6.2). A number of candidates with z > 2 have, however, emerged
in our analysis. They typically exhibit high temperatures (kT & 1 keV), which is much
higher than most previously claimed examples (e.g.; Campana et al., 2006; Starling et al.,
2011). They also have an uncertain nH , which increases the risk of a spurious detection.

At low redshift (e.g. z < 1), only a few candidates have temperatures larger than 1
keV, even though a detection of such a black body component is expected to be easier at
lower redshift. The high-redshift candidates are therefore unlikely to represent real black
bodies, and they will not be examined further in this work.

The low-redshift candidates (z < 2)

Three of the candidates, GRB 060218, GRB 090618 and GRB 101219B, already have iden-
tified black body components in other studies, and they also have a spectroscopically
confirmed SN in the optical. Among our candidates is also GRB 100418A, which also has
a SN in the optical (de Ugarte Postigo et al. in prep.). Paper I studied the early X-ray
spectrum of GRB 100418, and also find that a model with a powerlaw and a black body
model can give a good fit. However, they cannot rule out an absorbed power law model
given the large uncertainty on the intrinsic absorbing column of this GRB host, which
may be higher than the limit for detectability we find in Section 6.3.1 of 0.4× 1022 cm−2.
Paper I also studied GRB 081007, and found an indication of a black body component,
but no conclusive evidence.
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Figure 6.4: Same as Figure 6.1 (left), but with three additional bursts.

At first sight it is worrying, that GRB 100316D, which Starling et al. (2011) showed
had an excess black body emission, is not among our candidates. An examination of
this burst shows, that it is not selected due to a F-test value of 0.007 (for the Model 1-2
comparison), which is slightly above our threshold of 0.005 defined in Section 6.2.3. It is
therefore clear that our candidate selection algorithm will not find all bursts with black
body components (discussed further in Section 6.6.1).

Figure 6.4 and 6.5 show how the F-test significances of the black body component
detections in a selection of our low redshift candidates depend on column density and
redshift. In general the same trends found for GRB 101219B above applies for both
GRB 090814A and GRB 061021. A black body component, similar to the one present
in GRB 060218, is expected to be detectable at high redshifts (e.g. z & 2).

6.4.3 Approach I: Fitting with 5 free parameters

The final step in our selection procedure is to do a time sliced analysis of the remaining
candidates, i.e. those without remarks in Table 6.2. In this section we will focus on the
candidates selected in the comparison between Model 1 and 2. In Section 6.4.4 we will fit
and analyse the candidates selected with Model 3 and 4.

For each of the candidates, where Model 2 is favoured by the F-test, we manually
inspected the light curves, and selected time intervals, where the light curves exhibit
a single power law decay. We especially tried to avoid time intervals with flares and
plateaus.

To each time sliced spectrum all the models were fit, see a summary of the fits in
Table 6.3. Several candidates with no flare-free epochs are excluded from the table. The
candidates with excess emission are GRB 061021, GRB 061110A and GRB 090814A. They
have low column densities (nH < 0.3 × 1022 cm−2) for both Model 2, where the nH is a
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Figure 6.5: Same as Figure 6.2 (central), but with three additional bursts.

free parameter, and Model 4, where nH is fitted with the late time spectrum. In all the fits
the presence of a black body component is favoured by the F-test with significances from
0.0005 to 2.4 × 10−13. The temperatures are between 0.1 and 0.3 keV, which is consistent
with claimed black body components in other studies.

In Table 6.3, some bursts are also listed as candidates with some caveats. These are
GRB 100621A (because it has a F-test significance of 0.00144, and a large nH ), GRB 061121
(it has large kT and z, and the F-test does not favour a black body component in Model
3 and 4) and GRB 050724 (it has an unexpectedly high kT ). We note that GRB 050724
has been classified as a short burst with extended emission (Barthelmy et al., 2005), so its
origins may not lie in the collapse of a massive star as is the case for the rest of our sample
which are all long GRBs.

6.4.4 Approach II: Breaking NH-degeneracies with the late time spectrum

The three bursts, which were candidates for having black body components in the pre-
vious subsection, all have low column densities nH < 0.3 × 1022 cm−2. This is expected
from Figure 6.4 which showed, that it is hard to recover a black body component at large
nH , when it is fitted as a free parameter (as in Model 1 and 2).

We will now do a new search for black body components, where we use the the late
time spectrum to fit nH , i.e. use Model 3 and 4. This method can break the degeneracies
between nH and the other parameters, but it also has the disadvantage that a spurious
black body component can be found if a too high value of nH is recovered in the late time
spectrum (see Section 6.3.1).

We fitted Model 3 and 4 to the candidates. Table 6.4 summarizes the fits. Several of the
candidates are not shown in the table, since they have complex and bumpy light curves,
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or too little data to extract a good spectrum.
Several bursts have favourable F-test significances. To explicitly check whether the

fixing of nH might have caused spurious black body detections, we made additional fits,
where nH was fixed to a range of different values within the 90% confidence intervals
recovered in the late time fits. Figure 6.6 shows how the significances of the detections
depend on the value to which nH is fixed. The detection is not robust for GRB 060202 and
GRB 061121 because of degeneracies between kT and nH from the late time spectrum.
The list of candidates from the Model 3 to 4 comparison consists of GRB 061021, 061110A,
081109, 090814A, 100621A and 110715A.
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6.5 The final candidates and potential caveats

We will refer to the bursts in Table 6.4 as our final list of candidates for having a black
body component. In this section we will discuss potential caveats for each candidate.

6.5.1 The Redshifts

It is essential that the redshift, which is a fixed parameter in all our models, is reliably
determined. Table 6.5 summarizes how the redshift has been found for the bursts with
excess emission. GRB 061021, GRB 090814A and GRB 110715 have redshifs found with
only two absorption lines. It is however possible that these absorption lines comes from
other galaxies than the host galaxy of the bursts. The remaining bursts have more reliably
determined redshifts with several absorption and/or emission lines.

6.5.2 Light curves and spectral evolution

Figure 6.7 shows the parts of the light curves which were used in the time sliced anal-
ysis of the final candidates. We tried to avoid achromatic and X-ray flares and effects
from flattening of the light curves, when the time intervals were selected, but we note
that evolution of the spectral parameters, the power law index and/or the black body
temperature and normalisation, may be occurring during any of our spectra. When
analysing time sliced spectra this risk is lowered, and we examined the hardness ratios in
the XRT Repository in order to flag incidences of strong spectral evolution. GRBs 061021,
061110A, 090814A and 110715A have approximately constant hardness ratios in the in-
tervals where time sliced spectra were analysed. GRB 081109 shows a slowly hardening
spectrum, while GRB 100621A becomes significantly softer during the first time slice but
shows no spectral evolution during our second time slice. Therefore the parameters we
derive in Table 6.6 for these latter two GRBs should be considered more uncertain than
the error bars allow. Evolution of the black body component has been demonstrated for
GRBs 060218 (e.g. Campana et al., 2006), 090618 (Page et al., 2011), 100316D (Starling
et al., 2011; Olivares E. et al., 2012) and 101219B (Paper I), where the black body cools and
expands with time, but typically this evolution is slow compared with the exposure times
covered by our X-ray spectra.

6.5.3 Contribution from the prompt emission

It is important that the prompt emission, which has a spectrum peaking at the energy,
Epeak, is not entering our X-ray spectrum for the Swift XRT (0.3 − 10 keV), since this
potentially could give features resembling black body components. Here is a summary
of the measurement of Epeak for each burst:

061021 Epeak was measured to lie above 540 keV up to 8 seconds after the trigger (Golenet-
skii et al., 2006). This is well above XRT-energies.

061110A No spectral break or cutoff was seen with Swift/BAT, so no Epeak information
is present. The role of the prompt emission remains unknown for this burst.
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Table 6.4: The time sliced fits from Section 6.4.4, where bursts are selected with Model 3 and 4.
Three reliably detected black body components are found.

Candidates with probable excess emission:
GRB z Time F-test M3−4 kT (M4) nH (M4,fixed)
061021 0.3463 87− 170 2.4× 10−13 0.13± 0.01 0.08± 0.02

061110A 0.7578 180− 240 0.00050 0.19± 0.01 0.3+0.3
−0.2

081109 0.9787 90− 200 6.3× 10−7 0.16± 0.03 1.0+0.2
−0.1

090814A 0.696 166− 265 2.2× 10−9 0.30± 0.01 0.3± 0.2
090814A 0.696 265− 390 2.1× 10−8 0.20± 0.02 0.2± 0.2
100621A 0.542 80− 120 0.86 0.05± 0.05 2.0± 0.2
100621A 0.542 190− 230 6.0× 10−7 0.25± 0.03 2.0± 0.2
110715A 0.82 97− 501 6.6× 10−6 0.15± 0.03 1.3± 0.2

Candidates with some caveats:
GRB z Time F-test M3−4 kT (M4) nH (M4,fixed)
060202 0.783 148− 303 0.12 0.045+0.004

−0.002 1.7± 0.2

060202 0.783 745− 1000 0.0058 0.25+0.07
−0.06 1.7± 0.2

061121 1.3145 125− 215 7.5× 10−6 0.43± 0.03 0.61+0.07
−0.06

Candidates where a black body component is not favoured:
GRB z Time F-test M3−4 kT (M4) nH (M4,fixed)
071112C 0.8227 89− 179 undef 0.00+0.04

−0.00 0.1+0.2
−0.1

080604 1.4171 125− 200 0.059 0.3± 0.1 0.2+0.5
−0.2

090424 0.544 700− 1000 0.017 0.8± 0.2 0.42± 0.05
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Figure 6.6: In Model 3 and 4 nH is fixed to a value determined from late time observations. This
figure examines how the F-test significances of the candidates from Table 6.4 depend on nH -values
with the 90% confidence intervals found in the fits of the late time spectra.

103



Table 6.5: A schematic summary of how the redshift has been determined for each of the final
candidates for having black body components.

GRB Redshift Absorption lines Emission lines References
061021 0.3463 MgII2796, MgII2803 - Fynbo et al. (2009).
081109 0.9787 - GROND photometry Krühler et al. (2011b).
090814A 0.696 MgII and CaII - Jakobsson et al. (2009).
110715A 0.82 CaII, CaI - Piranomonte et al. (2011).
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Figure 6.7: The light curves for each of the bursts with probable excess emission. The curve is red
(and solid) in the intervals selected for a time sliced analysis.
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090814A No spectral break or cutoff was seen by Swift/BAT. The role of the prompt
emission remains unknown for this burst.

081109 Fermi/GBM measuredEpeak = 240±60 keV (von Kienlin, 2008) after 26 seconds.
Our spectrum is well below that energy.

100621A Konus-Wind fits their spectrum covering 0 − 74 seconds with Epeak = 95+18
−13

keV (Golenetskii et al., 2010). Our spectrum starts at 80 s, so probably the peak energy
was still well above the XRT band.

110715A 18 seconds after trigger Konus-wind measured Epeak = 120+12
−11 keV (Golenet-

skii et al., 2011), and BAT found 120 ± 21 keV (Ukwatta et al., 2011). It is unlikely, that
this affects our XRT spectrum, which starts at 98 seconds.
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6.5.4 Is it a black body component?

The six bursts in our final candidate list (GRB 061021, GRB 061110A, GRB 081109, GRB 090814A,
GRB 100621A and GRB 110715A) are clearly special, since models with a black body com-
ponent included give better fits than absorbed power laws. We do, however, not have
conclusive evidence that the actual emission mechanism is a black body component.
Other possible explanations could be a model with multiple absorption components at
different redshifts, the prompt emission peak could be moving through the band, there
could be strong spectral evolution, or the determined redshift could be wrong. We have a
total of 190 bursts in our sample, so some of them will likely be affected by such features.
Due to these caveats we will not report discovery of black body emission, but instead we will
report the finding of bursts with possible black body emission.

6.6 Properties of the black body components

In this section, we will assume, that the actual mechanism behind the excess emission
in the spectra of the six bursts is a single temperature black body component. Table 6.6
shows radius (assuming spherical symmetry) and temperature for these bursts together
with values reported in other studies. For our final candidates the radii are calculated
from the fitted temperature and luminosity. In the calculation we assume a spherically
symmetric black body, in thermal equilibrium, which can be described by the Stefan-
Boltzmann law,

L(erg s−1) = 1.105× 1029 × r2(m)× T 4(keV) (6.1)

Also note that the luminosities and radii in the table are lower limits, since only the pho-
tons in a 0.3 − 10 keV are included in the luminosity calculation. Due to these caveats,
the values in the table should be seen as rough estimates only.

The bursts have temperatures in the range, 0.1 − 0.3 keV, which is consistent with
the previously proposed black body components in the time-averaged WT spectra of
GRB 060218, 090618, 100316D and 101219B. They also have luminosities consistent with
these previously studied bursts, whereas the radii are sligthly larger for GRB 061110A,
081109 and 110715A than the previously claimed examples.

In the case of GRB 060218 several studies (Ghisellini et al., 2007a,b; Chevalier & Frans-
son, 2008; Li, 2007) disfavour the scenario that the excess emission is due to a black body
component, since they can not explain the large black body luminosities. All our bursts
with possible black body emission have a luminosity larger than GRB 060218 (Table 6.6),
so they might suffer from a similar problem.

All the bursts have durations (T90) between 13 and 190 seconds, which is typical for
long bursts. The redshifts are in the range, z = 0.37 − 0.98, so they are slightly more
distant than the cases reported in other studies (z = 0.03− 0.55).

6.6.1 The fraction of bursts with black body components

In the Model 1 to 2 comparison we found three new candidates (GRB 061021, 061110A,
090814A) and we re-discovered GRB 060218, 090618, 101219B. So we found a black body
component in 6 out of the 116 bursts (i.e. 5%) with successful fits.

We will now shed light on the fraction of Swift bursts for which it is possible to recover
a black body component like the one in GRB 101219B. In Section 6.3 it was found that such
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Figure 6.8: nH versus z for all the successfully fitted bursts. If a black body component, like the
one present in GRB 101219B, is detectable in a GRB it is marked with a black circle. In 15 out of 102
bursts it is possible to recover such a black body component.

a black body component can be detected (with the F-test comparison of Model 1 and 2)
if z < 1.5, nH < 0.4 × 1022 cm−2 and the logarithm of the powerlaw normalisation is
below −0.5 (see Figure See Figure 6.1, 6.2 and 6.3). Figure 6.8 shows nH versus z for all
the bursts in our sample with successful fits. It is marked whether a bursts passes these
detection criteria. We see that in 15 %, 15 out of 102 bursts, a detection will be possible.
This calculation is, of course, only a rough estimate. The X-ray black body components
need not all be like the one in GRB 101219B, and the limits we have used on z, nH , Γ and
power law normalisation are expected to be degenerate with each other. This calculation
is, however, sufficient to establish that black body components only are detectable in a
fraction of the bursts, even if such a black body component is present in all GRBs.

None of the new candidates found in this work have a optically confirmed SN. Note,
however, that we excluded bursts which already are discussed in other works, including
Paper I where several bursts with associated SNe are analysed.

6.7 Conclusion

We have first examined under which conditions a black body component, like the one
proposed to be in GRB 101219B, can be recovered. At high redshift and in environments
with intermediate or high column densities a detection of such a component will not be
possible. We also find that it will be hard to recover a black body component, when a
bright afterglow emission is present. We show that detection of a black body component
only will be possible in a small fraction of all GRBs in our sample.

We have searched for black body components in all the Swift bursts with known
redshift and created a list of bursts with possible black body components (GRB 061021,
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061110A, 081109, 090814A, 100621A and 110715A). They have temperatures, radii and lu-
minosities similar to those found in previous studies of black body components in GRBs.
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Chapter 7

Probing high-redshift galaxies with
gamma-ray bursts

This chapter contains the following article:

The metallicity and dust content of a redshift 5 gamma-ray burst
host galaxy

Published in Sparre et al. 2014,ApJ,785,150

Authors: M. Sparre, O. E. Hartoog, T. Krühler, J. P. U. Fynbo, D. J. Watson, K. Wiersema,
V. D’Elia, T. Zafar, P. M. J. Afonso, S. Covino, A. de Ugarte Postigo, H. Flores, P. Goldoni,
J. Greiner, J. Hjorth, P. Jakobsson, L. Kaper, S. Klose, A. J. Levan, D. Malesani, B. Milvang-
Jensen, M. Nardini, S. Piranomonte, J. Sollerman, R. Sánchez-Ramírez, S. Schulze, N. R.
Tanvir, S. D. Vergani, R. A. M. J. Wijers

Abstract

Observations of the afterglows of long gamma-ray bursts (GRBs) allow the study of
star-forming galaxies across most of cosmic history. Here we present observations of
GRB 111008A from which we can measure metallicity, chemical abundance patterns, dust-
to-metals ratio and extinction of the GRB host galaxy at z = 5.0. The host absorption sys-
tem is a damped Lyman-α absorber (DLA) with a very large neutral hydrogen column
density of logN(HI)/cm−2 = 22.30 ± 0.06, and a metallicity of [S/H] = −1.70 ± 0.10. It
is the highest redshift GRB with such a precise metallicity measurement. The presence of
fine-structure lines confirms the z = 5.0 system as the GRB host galaxy, and makes this
the highest redshift where FeII fine-structure lines have been detected. The afterglow is
mildly reddened with AV = 0.11 ± 0.04 mag, and the host galaxy has a dust-to-metals
ratio which is consistent with being equal to or lower than typical values in the Local
Group.
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7.1 Introduction

The study of gamma-ray bursts (GRBs) has an impact on a wide range of topics in astro-
physics. It is now well established that long-duration GRBs originate from the collapse of
massive stars (e.g., Galama et al., 1998; Hjorth et al., 2003; Stanek et al., 2003; Modjaz et al.,
2006; Campana et al., 2006; Sparre et al., 2011; Berger et al., 2011; Hjorth & Bloom, 2012;
Xu et al., 2013), although we have yet to elucidate the detailed nature of the progenitor
systems.

Spectroscopy of GRB afterglows requires the most advanced and largest ground-
based optical to near-infrared (NIR) telescopes, especially when these events occur at
high redshift, since the source is weaker and the rest-frame UV absorption lines we de-
tect are shifted to longer wavelengths. GRB afterglows can probe star forming regions out
to redshifts of z = 8–9 (Tanvir et al., 2009; Salvaterra et al., 2009; Cucchiara et al., 2011),
and allow us to study galaxies in the early Universe that would normally have been too
faint to be detected (Tanvir et al., 2012; Basa et al., 2012). In some cases it is possible to
determine column densities of both HI and metals in their host galaxies and hence calcu-
late abundances for a wide range of chemical elements (e.g., Fynbo et al., 2006; Savaglio,
2006; Prochaska et al., 2007b; Ledoux et al., 2009; D’Elia et al., 2010; Thöne et al., 2013).

Observational selection effects restrict the samples of GRBs for which chemical enrich-
ment can be probed by this means. For many GRBs, even when spectroscopy is obtained,
it proves insufficient to probe the rest-frame UV due to unfortunate redshifts that leave
the relevant transitions (in particular HI) out of the observable range. In other cases,
dust extinction within the host galaxies (the likely explanation for many ‘dark’ bursts,
see Jakobsson et al. 2004; Perley et al. 2009; Krühler et al. 2011) makes the afterglows too
faint for useful spectroscopy. Therefore the sample of bursts with afterglow spectroscopy
is not representative for all GRBs (e.g., Fynbo et al., 2009; Krühler et al., 2013).

With observations of GRB afterglows one can hope to obtain the imprints in the ISM
of chemical enrichment from core-collapse supernovae (SNe), which are believed to dom-
inate the metal production for very young systems (e.g., Matteucci & Greggio, 1986). The
signature of such a chemical enrichment profile is an over-abundance of α-elements as
seen in metal-poor stars in the Local Group and in z > 4 DLAs1. (e.g., Tolstoy, 2011;
Rafelski et al., 2012).

The aim of this article is to study the metal and dust properties of the host galaxy of
GRB 111008A at z = 5.0, which provides a rare opportunity of measuring such charac-
teristics for a high-redshift star-forming galaxy. The paper is structured as follows. In
Section 7.2 we present our observations, in Section 7.3 we determine the metallicity of
the host galaxy, and we also discuss the presence and strength of fine-structure lines. In
Section 7.4 we describe the spectral energy distribution (SED) of the NIR-to-X-ray data.
In Section 7.5 we investigate an intervening DLA at z = 4.6, in Section 7.6 we present an
attempt to identify the intervening absorber and the GRB host galaxy in emission and in
Section 7.7 we study the amount of dust and metals in the host galaxy.

For the cosmological calculations we assume a ΛCDM-universe with ΩΛ = 0.73, Ωm =
0.27, and h0 = 0.71. We use 1σ error bars and 2σ upper and lower limits.

1DLA: damped Lyman-α absorber: a sight line absorber with logN(HI)/cm−2 > 20.30 (Wolfe et al., 2005)
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7.2 Observations

GRB 111008A was discovered by Swift/BAT (Saxton et al., 2011) with a duration of T90 =
63.46± 2.19 s (Baumgartner et al., 2011). An X-ray counterpart was subsequently discov-
ered with Swift/XRT (Beardmore et al., 2011), and the optical counterpart was later ob-
served using several instruments (Levan et al., 2011a; Xu et al., 2011; Nardini et al., 2011)
before a spectroscopic redshift of z = 5.0 was identified with Gemini/GMOS (Levan
et al., 2011b). This was later confirmed with VLT/X-shooter, and an intervening absorber
at z = 4.6 was also identified (Wiersema et al., 2011). The details of our observations are
given below.

7.2.1 X-shooter spectroscopy

We obtained optical/NIR spectroscopy of the afterglow of GRB 111008A with X-shooter
(Vernet et al., 2011) mounted at UT2 of the European Southern Observatory’s (ESO) Very
Large Telescope. Our spectrum covers the wavelength range of 3000− 24800 Å, and was
taken simultaneously in three arms (UVB, VIS and NIR) using slit widths of 1.0, 0.9 and
0.9′′ for UVB, VIS and NIR respectively. The nominal values of the spectral resolution for
these configurations are R = λ/∆λ(FWHM) = 5100, 8800 and 5100, respectively.

X-shooter spectroscopy started on 2011-10-09 05:55:49 UT, 8.52 hr after the trigger
(Wiersema et al., 2011), and was performed at a median seeing of 1.1′′ and an average
airmass of 1.04. We obtained five exposures with a total integration time of 8775 s in the
UVB and VIS arm, and 14 exposures (total exposure of 8400 s) in the NIR arm. A second
X-shooter epoch was obtained the following night (starting 20.10 hr after the trigger, on
2011-10-10 04:24:25 UT) with a total integration time 7897 s in UVB and VIS, and 7200
s in NIR. All frames were reduced separately using the ESO X-shooter pipeline v2.0.0
(Modigliani et al., 2010), and the resulting frames were stacked per night with a weighting
based on the signal-to-noise ratio (SNR) of the afterglow detection. Flux calibration was
performed against the spectro-photometric standard GD71 observed starting on 2011-
10-08 08:58:03 UT. The one-dimensional spectra were extracted using optimal, variance
weighting (Horne, 1986). The optimal extraction and the stacking of science frames were
done by a custom-made script developed for this purpose. Unless stated explicitly (as in
Section 7.3.2), we base our results on the combined spectrum of the first night of X-shooter
observations, because of the superior SNR.

The complete VIS and NIR part of the X-shooter spectrum, and the measured absorp-
tion lines, are shown in Appendix 7.11.

7.2.2 GMOS spectroscopy

We observed the afterglow of GRB 111008A using the Gemini Multi-Object Spectrograph
(GMOS) on the Gemini-South telescope2. After identification of the optical afterglow
(Levan et al., 2011b), a series of four exposures with a total integration time of 2400 s
were taken, using the R400 grism and a 1.0′′ slit width, starting at 2011-11-09 03:29:29.7
UT.

The four exposures were taken using dithers in both the dispersion direction (50 Å)
and the spatial direction (along the slit) to sample over the chip gaps and regions affected
by amplifier location. We reduced the data using the Gemini GMOS reduction package

2For an overview of Gemini afterglow spectra see: http://grbspecdb.ucolick.org/
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Figure 7.1: Excerpt of the VIS spectrum showing absorption from Ly-α and Ly-β of the host galaxy
of GRB 111008A (z = 5.0) and Ly-α of the strong intervening system at z = 4.6. The red line
displays a Voigt-profile fit to the DLAs Ly-α and Ly-β lines. The dashed line shows the 1σ error
on the fit result, and the dotted line shows the error spectrum. The shaded gray indicates a region
with strong telluric contamination.

(version 1.11) within IRAF, combining the four exposures after extraction, resulting in a
wavelength range of ∼ 3900− 8170 Å. The resolution of the exposures is R ∼ 870.

7.2.3 GROND photometry

The Gamma-Ray burst Optical/Near-infrared Detector (GROND; Greiner et al., 2008) at
the 2.2m MPI/ESO telescope on the La Silla observatory started photometric observations
of the field of GRB 111008A on 2011-11-09, 04:38:45 UT, which is 6.43 hr after the BAT
trigger. Simultaneous photometry in seven optical/NIR filters (similar to the SDSS g′r′i′z′

and the 2MASS JHKs bands) was obtained continuously until 09:02:10 UT. GROND data
were reduced in a standard fashion (Krühler et al., 2008), using a custom pipeline written
in IRAF/pyraf. The photometric solution was obtained by using magnitudes of stars in
an SDSS field (Aihara et al., 2011) observed directly after the GRB field under photometric
conditions in the case of the g′r′i′z′ filters, and via the magnitudes of 2MASS stars in
JHKs (Skrutskie et al., 2006). Based on the scatter of individual calibration stars, we
estimate the absolute accuracy of our photometry to be 4% in g′r′i′z′, 5% in J/H and 8%
in Ks.

7.3 The GRB host absorber

In Fig. 7.1 we provide an excerpt of the VIS spectrum (from X-shooter), which has been
rebinned by a factor of 4 for graphical reasons. The VIS spectrum exhibits a very strong
DLA, which is identified as absorption within the host galaxy, providing the redshift of
the GRB. The corresponding Lyβ line is also detected. Shown in red is a Voigt-profile
fit to the DLA and Lyβ lines corresponding to an HI column density of logN/cm−2 =
22.30 ± 0.06. Also seen in the VIS spectrum is an intervening DLA at redshift z = 4.6
which will be discussed in Section 7.5. When determining the HI column density of
the two absorbers, we fix the redshift to the value measured from the metal line fit (see
Section 7.3.1), and next we determine logN(HI) subjectively by looking at the red wing
of the Lyman-α and Lyman-β profiles. The error reflects what we consider the acceptable
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range of possible column densities.

7.3.1 The chemical composition

To determine abundances of the atomic ground state levels we proceed with Voigt-profile
fitting of the X-shooter spectrum3. We find that a model with two absorption components
per transition is sufficient to fit the low-ionization absorption lines. The spectral resolu-
tion is set to the nominal values from the X-shooter manual (a velocity resolution of 34
km s−1 for VIS and 57 km s−1 for NIR, both full-width-at-half-maximum). The choice of
spectral resolution and the placement of the continuum are unlikely to change the loga-
rithm of the column densities by more than 0.15 dex.

The two Voigt-profiles have Doppler parameters of b = 20.9 ± 2.3 km s−1 and b =
27.7± 2.3 km s−1, and redshifts of 4.99005± 0.00007 and 4.99142± 0.00006, respectively
(these are the precise measured redshifts for the two absorption components in the GRB
host absorption system. For brevity we will refer to the GRB host redshift as 5.0 in the
remaining parts of the article). We linked the Doppler parameters for the different atoms
assuming turbulent broadening, which is a standard procedure for low-ionization ab-
sorption lines (Wolfe et al., 2005). We also linked the redshifts for each of the absorption
components. Fig. 7.2 shows the fit of the line transitions for SiII, SII, CrII, MnII, FeII, NiII
and ZnII.

The derived metal column densities for the sum of the two components are provided
in Table 7.1. Note that this table also includes the column densities in excited levels
(from Section 7.3.2). The best determined column densities are Ni and Fe, since they are
constrained by relatively weak transitions (NiII λ1370 and FeII λ1611) located in regions
with a good SNR. For FeII λ1611 the measured spectrum exhibits excess absorption (at
' −15 km s−1) compared to the fit model. It is unclear whether this feature is due to
an additional absorption component or a systematic error. If it is due to an additional
absorption component our column density of FeII is slightly underestimated by .15%.

For the SII λ1253 transition the SNR is also high, and the measurement is reliable
even though this line is mildly saturated (see a detailed explanation in Appendix 7.10).
For CrII we were able to estimate the column density with CrII λ2056 and CrII λ2066.

Systematic errors in the fitting of Si, Mn and Zn for the GRB host

The estimate of the column density of Si is unreliable because it is estimated using two
lines, where one of them is saturated (SiII λ1526) and the other is affected by a sky-line
(SiII λ1808). We therefore only report a lower limit on the column density based on SiII
λ1808. The estimated column density of Zn is also uncertain, since the blue component
of the ZnII λ2062 transition is blended with CrII λ20624. Visually, the model fit of MnII
λ2606 does not convincingly fit the data (and χ2/d.o.f. = 4.55 for this transition, which
also indicates a bad fit), so our measurement of the Mn column density is unreliable.

In the last column of Table 7.1 these caveats are summarized. Since the derived col-
umn densities of Si, Mn and Zn are unreliable, we will not draw any conclusions based
on them.

3The absorption lines are fitted with VPFIT version 10.0: http://www.ast.cam.ac.uk/~rfc/
vpfit.html

4In our estimate we assumed that logN/cm−2 for the blue component of Zn is 0.1 dex lower than for the
red component, since this is what we see for NiII λ1370.
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Figure 7.2: The fitted absorption lines from the host galaxy at z = 5.0. The black line is the
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7.3.2 Fine-structure lines

At z = 5.0 we detect lines that arise from the following fine-structure and metastable lev-
els: C II 2P ◦3/2 (∗∗), O I 3P ◦0 (∗∗), Si II 2P ◦3/2 (∗), Fe II (6D7/2, 6D5/2, 6D1/2, 4F9/2, 4F5/2, 4D7/2,
4D5/2, 4D3/2) and Ni II 4F9/2. To date, this is the highest redshift at which lines of these
excited states of FeII and NiII have been detected. Lines from these excited levels are
expected in GRB host galaxies and often detected at lower redshifts, but due to their rela-
tive weakness the SNR required to detect them is often not reached at high redshift. Lines
from Fe II 6D3/2 and 4F7/2 are not clearly detected due to their unfortunate placing either
outside atmospheric windows or because they are severely affected by telluric lines. The
Gemini/GMOS and X-shooter data together cover a time span from 5 to 40 hours after
the burst (observers frame), making the data set suited to look for variability in lines from
excited levels. Line variability is expected, because the fine-structure and metastable lev-
els are populated through indirect UV-pumping by the GRB afterglow (Prochaska et al.,
2006; Vreeswijk et al., 2007). The lines from excited states and their corresponding ground
states that fall in the spectral region covered both by GMOS and X-shooter are all likely
saturated, therefore we compare their rest-frame equivalent width (EWrest), see Table 7.2.
The values of EWrest for the lines and line blends (including both resonance and excited
states) at the top of Table 7.2 are constant in time within 2σ, except Si II∗ λ1309. How-
ever, the temporal variation of this line does not match that of the stronger Si II∗ λ1264
lines, which it should follow. One possible explanation for this is that the uncertainty on
Si II∗ λ1309 are probably underestimated, especially in the last epoch.

The lines from the excited states of Fe II and Ni II, which are not covered by GMOS, are
weaker (and not saturated) and can be fitted with Voigt profiles in the X-shooter spectra.
We couple z and b and fit one component to the lines of these levels in the first X-shooter
epoch. The redshift is consistent with the red component of the resonance lines. With the
obtained z and b kept fixed, this fit is repeated on the second X-shooter epoch, though
none of the lines are clearly detected. Therefore, we report 2σ upper limits on the pop-
ulation of these excited states (see Table 7.2). Here again we see no evidence for time
variation for an individual excited state. We note, that the upper limits on the derived
column densities are larger in the second X-shooter epoch compared to the first X-shooter
epoch, since the signal-to-noise is lower in the second epoch.

From the measurements on the first X-shooter spectrum we conclude that the column
density of the metastable level Fe II 4F9/2 is, despite its higher energy, as high as that of the
first excited state Fe II 6D7/2 and that of all other, lower energy Fe II fine-structure states.
Furthermore, Ni II 4F9/2 is more populated than the Ni II ground state. This situation is
typically the result of population by indirect radiative pumping. The Ni II 4F9/2 popu-
lation is expected to peak much later than the Fe II fine-structure states (after ∼ 2 − 10
hr post burst in the rest frame, depending on light curve shape, see also Hartoog et al.
2013), which is consistent with our time of observations. Although a detailed model of
the excitation has not been carried out in this paper, and despite the fact that we do not
have evidence for variability in individual lines, our observations are consistent with the
UV-pumping scenario, which confirms the z = 5.0 DLA as the host galaxy.
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7.4 Determining the dust extinction

We retrieved the X-ray spectrum of the afterglow of GRB 111008A from the Swift/XRT
repository (Evans et al., 2007, 2009) and fit it together with the GROND broad-band pho-
tometry in a standard manner (see e.g., Krühler et al., 2013, for details). The fit is shown
in Fig. 7.3. We use synchrotron emission models, reddened by extinction laws from the
Local Group (Pei, 1992), and fit them to the available data. The absorption of soft X-rays
is modeled with two absorbers at solar metallicity, one in the Galaxy (Kalberla et al. 2005,
see also Willingale et al. 2013), the other at the GRB redshift. The fit is performed with
data at a mean photon arrival time of 35 ks after the trigger. AB magnitudes of the af-
terglow at this epoch in the different filters are g′ > 25.5 mag, r′ = 23.11 ± 0.07 mag,
i′ = 21.33± 0.05 mag, z′ = 20.37± 0.05 mag, J = 19.91± 0.06 mag, H = 19.72± 0.06 mag,
Ks = 19.62 ± 0.10 mag. We note, that the g′r′i′-band data are not part of the fit, because
they are located bluewards of the Lyα transition. For the z′-filter, the strong absorp-
tion lines from the GRB-DLA and strong intervening system reduce the observed flux
significantly. We use the X-shooter spectrum to estimate their effect on the z′-band mea-
surement, and find that the continuum emission is approximately 7 ± 1 % above what is
measured with GROND. This correction factor is applied in the following. The effect on
the JHKs magnitudes is . 4 %.

The data are well fitted (χ2 = 1.6 in the optical/NIR, and Cash-statistic = 385 in the
X-ray energy range, for a total of 362 degrees of freedom) with a broken power-law with
a low-energy spectral index β1 = 0.46±0.06 and a small amount of reddening in an SMC-
like (Small Magellanic Cloud) extinction law (EB−V = 0.037± 0.012 mag, corresponding
to a visual extinction of AV = 0.11 ± 0.04 mag). The high-energy spectral index β2 is
tied to β1 through β2 = β1 + 0.5 as expected for synchrotron emission (predicted by Sari
et al. 1998, and observed by Greiner et al. 2011; Zafar et al. 2011 and Covino et al. 2013),
and the best fit soft X-ray absorption at z = 5.0 corresponds to N(H)X = (1.8 ± 0.4) ×
1022 cm−2. Because of the small amount of reddening, an LMC (Large Magellanic Cloud)
dust model provides a reasonable description of the optical/NIR data as well (χ2 = 3.8),
and yields similar values for all parameters within the errors. A fit with a MW-dust model
is significantly worse (χ2 = 9.4) because of the lack of a 2175 Å dust feature in our data.

7.5 The intervening system at z = 4.6

In the line of sight towards the afterglow of GRB 111008A an additional DLA system
is detected at z = 4.6, with a neutral hydrogen column density of logN(HI)/cm−2 =
21.34 ± 0.10 (Fig. 7.1). A number of strong metal absorption lines are detected from this
system, including C IV, Mg I, Mg II, Si II, Si IV, Fe II and Ni II. We note that the EWrest of
Si II λ1526 is the second highest ever detected for a DLA at z > 4 (EWrest = 2.30 ± 0.02
Å), indicating a relatively high metallicity for this redshift (Prochaska et al., 2008; Rafelski
et al., 2012).

The low as well as the high ionization lines show multiple components. Due to their
saturation, we do not include the Si IV and C IV lines in our analysis. The absorption lines
from singly ionized species are fitted with Voigt profiles, in which we assume that the
different ions have the same velocity structure; i.e. equal z and b-parameters per velocity
component. In Fig. 7.4 we show the best fit for the most constraining absorption lines,
which needs five components for the strongest lines. In the Voigt profile fitting we have
included more lines than shown in the figure, most of which are visually absent, but
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Figure 7.3: NIR-to-X-ray spectral energy distribution and model for the afterglow of GRB 111008A
at an observed time of 35 ks after the GRB trigger. GROND photometry and the g′ band upper
limit are shown in larger black circles and a grey downward triangle, respectively. Swift/XRT
X-ray data are plotted in smaller black dots. The best-fit model including gas and dust absorption
is shown with solid lines, while the dashed line illustrates the underlying synchrotron emission.
X-ray data have been binned to yield a S/N of at least 8 to enhance clarity. The g′r′i′-band pho-
tometry is not fitted, because these filters are located or extend bluewards of the Lyα transition.
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Figure 7.4: The most constraining metal lines from the intervening absorber at z = 4.6. The solid
profiles are resulting Voigt profile fits with five absorption components (the dashed vertical lines
show the velocity of the absorption components). The dotted line shows the error spectrum.
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we have avoided regions with strong telluric contamination. Including both strong and
weak lines, predominantly of Fe II, helps to constrain the b parameters. For the different
absorption components the Voigt profile fitting results in the following b-parameters (z-
values): 5.0 ± 27.7 km s−1 (4.60337 ± 0.00009), 36.4 ± 2.8 km s−1 (4.60611 ± 0.00004),
41.8±2.9 km s−1 (4.60848±0.00003), 45.2±2.3 km s−1 (4.61110±0.00003) and 10.7±2.0 km
s−1 (4.61337±0.00002). Outside this section we will refer to the redshift of the intervening
absorber as z = 4.6.

The total column densities of Si II, Fe II and Ni II can be constrained, and are sum-
marized in Table 7.1. The column densities of Fe II and Ni II are robust because they are
determined from optically thin lines. The fit for Si II is mainly determined by the sat-
urated SiIIλ1526 transition, as SiIIλ1808 is in a low SNR region, so we conservatively
report a 2σ lower limit of logN (Si II) /cm−2 > 14.91 based on the equivalent width of
this line.

The conservative lower limit on the metallicity based on the equivalent width of
Si II λ1526 is 1% solar. The value of [Ni/H] indicates a metallicity of 3–6% solar, and
[Fe/H] corresponds to 2–4% solar. For QSO and GRB DLAs at these metallicities (e.g.,
Dessauges-Zavadsky et al., 2006; Prochaska et al., 2007b; Savaglio et al., 2003) these ele-
ments (especially Ni and Fe) are often depleted onto dust grains, which implies that the
true metallicity might be (much) higher. Generally, the ratio [Zn/Fe], if available, is used
to correct for dust depletion, since Zn is expected to be mainly in the gas phase even if a
lot of dust is present. Unfortunately, for this intervening absorber we could not reliably
constrain the column density of Zn, since ZnII λ2026 is coincident with a skyline, and
ZnII λ2062 is blended with CrII λ2062.

7.6 Searching for emission from the host and from the interven-
ing absorber

In the night of August 1st to August 2nd 2013, we obtained deep imaging of the field of
GRB 111008A using the ESO/Very Large Telescope and FORS2 (Appenzeller et al., 1998)
to search for the counterparts of the host and for the intervening DLA in emission (as it
has been done for e.g. GRB 070721B, see Schulze et al. 2012). Our FORS2 observations
consisted of 31 dithered exposures of 3 minutes integration time each in the zGunn-band
filter which is centered around 9100 Å. The data were processed and calibrated in a simi-
lar way to the GROND imaging data (see Section 7.2.3). The stacked FORS2 image has a
full-width at half maximum of the stellar PSF of 0.9′′ and reaches a 2σ depth of a z-band
magnitude of 26 magAB.

We do not detect emission centered at the position of the optical transient, and we set
an upper limit of z > 25.6 magAB for the brightness of the GRB host galaxy by measuring
the flux at the GRB position in an aperture of size of one FWHM. Especially at the highest
redshifts, GRB hosts are faint (Hjorth et al., 2012; Tanvir et al., 2012) and the lack of a clear
counterpart to the GRB-DLA in our imaging is thus not particularly surprising.

We detect significant emission centered at a projected distance of 0.65 ± 0.15′′ to the
optical counterpart with an AB magnitude of z = 25.4 ± 0.3. We consider this a more
likely candidate for the counterpart of the intervening DLA at z = 4.6 than for the z = 5.0
host system. Also, finding an unrelated galaxy at these flux levels is not unlikely. The
probability (estimated following Bloom et al. 2002) of finding a random field galaxy with
z < 25.4 mag at this distance to the GRB is approximately 3 percent. An association
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between the detected source and the DLA could be supported or rejected from further
imaging, for example. At z = 4.6, a galaxy is expected to show a strong Lyman-α break
between the r and the i-band and no flux transmitted below 5100 Å.

If associated with the DLA at z = 4.6 the FORS2 z-band measurement yields an abso-
lute magnitude ofMUV = −20.9±0.3 mag at a rest-frame wavelength of∼ 1600 Å, typical
of the brightest Lyman break galaxies at this redshift. Compared to the galaxy luminos-
ity function, this magnitude corresponds to ≈ L? (Bouwens et al., 2007). The measured
spatial offset between GRB line of sight and galaxy center would be 4± 1 kpc at z = 4.6.

Since the absorber has a high metallicity and a high velocity width the chances are
that this absorber is part of a massive galaxy (Wolfe et al., 2008). This would agree with
the detection this bright Lyman break galaxy.

7.7 Dust-to-metals ratio

The study of the dust-to-metals ratio (DTM) as a function of metallicity holds the poten-
tial to probe the dust formation mechanism. If dust is primarily produced by SNe, the
DTM is expected to be independent of metallicity (Morgan & Edmunds, 2003). If dust
grains grow in the ISM, a decline of the DTM is expected at low metallicities (Draine,
2009; Mattsson et al., 2012; Herrera-Camus et al., 2012). The host galaxy of GRB 111008A
is characterized by a variety of metal absorption lines and the afterglow SED is well-
calibrated. Thus, in this line of sight we have the opportunity to examine the question of
the DTM of the GRB host galaxy through dust extinction along the line of sight.

For a system with a given extinction and metallicity we can calculate the dust-to-
metals ratio relative to the Local Group value as

DTM =
1

DTMLG
× AV

NHI × 10[M/HI] , (7.1)

where DTMLG ≡ 10−21.3 mag cm2 is the dust-to-metals ratio in the Local Group (Watson,
2011). Recently, Zafar & Watson (2013), using different classes of objects, found that DTM
is independent of galaxy type or age, redshift, or metallicity, and is very close to the value
in the Local Group.

The measured extinction along the sight line of GRB 111008A is affected by the host
galaxy as well as the intervening absorber. Assuming that all the extinction is from the
host galaxy and that the host galaxy has a metallicity of [M/H] = [S/H], we find that the
host galaxy has

DTM = 0.57± 0.26. (7.2)

We calculated the mean and the error of the DTM in a Monte Carlo fashion, where 50000
values for both AV , logNH and [M/H] are drawn from normal distributions with AV =
0.11± 0.04 mag, logNH/cm−2 = 22.30± 0.06 and [M/H] = −1.70± 0.10. For each triplet
of sampled values a DTM is calculated, and finally the mean and the standard deviation
of the 50000 DTM-values are computed.

In Fig. 7.5 we plot the DTM versus the metallicity for the GRB 111008A host with
GRB-DLAs, QSO-DLAs, nearby lensed galaxies, and with the value found in the Local
Group (see Zafar & Watson 2013 and Chen et al. 2013 for details). Given the uncertainty
in AV , the host has a DTM, which – within a 1σ error bar – is consistent with the DTM
observed in the Local Group. Our data is also consistent with the scenario where the host
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Figure 7.5: The dust-to-metals ratio versus metallicity. The dashed line shows the Local Group
value, and the dotted lines indicate the scatter in the Local Group. The host of GRB 111008A,
which is shown as a black triangle, has a dust-to-metals ratio which is consistent with being equal
to or lower than the value in the Local Group. The other data points are from Zafar & Watson
(2013) and Chen et al. (2013).

has a much lower DTM than the Local Group, especially if part of the extinction along
the line of sight is due to the intervening absorber at z = 4.6.

7.8 Discussion

7.8.1 The GRB host galaxy

The abundance analysis shows that the GRB host absorber is a relatively low-metallicity
system (about 2% solar metallicity) compared to the other GRB-DLAs at z > 4.5 (GRB 100219A
and GRB 050904), see Fig. 7.6. The relative abundances are close to solar, as shown in Ta-
ble 7.1, but we are unable to address whether the metals are depleted onto dust grains,
since we have no reliable measurement of [Zn/Fe] (typically decreasing with metallic-
ity in both QSO- and GRB-DLAs: Wolfe et al., 2005; Savaglio et al., 2003; Dessauges-
Zavadsky et al., 2006; Prochaska et al., 2007b; Noterdaeme et al., 2008; Rafelski et al.,
2012), which is normally used to determine the amount of dust depletion.

In Fig. 7.7 the two high-z GRBs 100219A and 111008A (i.e. the only two GRBs with
z > 4.7 and measured metallicities with errors smaller than 0.5 dex) are compared to
the recently measured QSO-DLA metallicities (from Rafelski et al. 2014) at similar red-
shifts. The GRB metallicities fall within the range spanned by QSO-DLAs, but typically
in the upper end of the distribution. This trend is also present at lower redshift (Fynbo
et al., 2008). This phenomenon can be explained by the fact that GRB afterglows gener-
ally probe the star-forming ‘hearts’ of galaxies, while QSO-DLAs have a higher chance
to probe the (less metal rich) outskirts of galaxies (see e.g. Prochaska et al. 2007b and
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Figure 7.6: Absorption-line based metallicities [M/H] as a function of redshift for GRB-DLAs
(filled symbols) and QSO-DLAs (open symbols). The figure is adapted from Rafelski et al. (2012),
with added GRB-DLAs from the following references: Savaglio et al. (2003); Vreeswijk et al. (2004);
Fiore et al. (2005); Kawai et al. (2006); Watson et al. (2006); Berger et al. (2006); Prochaska et al.
(2007a); Price et al. (2007); Chary et al. (2007); Thöne et al. (2008); Prochaska et al. (2009); D’Avanzo
et al. (2010); D’Elia et al. (2010); Schady et al. (2011); De Cia et al. (2011); D’Elia et al. (2012); Thöne
et al. (2013); Krühler et al. (2013); Chornock et al. (2013); D’Elia et al. (2014) (For the measurement
of the metallicity of GRB 130606A from Chornock et al. (2013) the lower limit is based on Si and
the upper limit is based on S. We have indicated this by the colors of the error bar belonging to
this data point). Following Rafelski et al. (2012), we apply [M/H] = [Fe/H] + 0.3 in cases where
the metal is iron, and no less-refractory element abundance is measured (this correction is also
applied to the intervening absorber in the GRB 111008A sight line).
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Figure 7.7: This figure compares the metallicity of the two high-redshift GRBs 100219A and
111008A with the 17 QSO-DLAs at 3.64 < z < 5.08 from Rafelski et al. (2014). The two GRB-
DLAs are clearly in the upper part of the metallicity distribution of QSO-DLAs, a trend which is
also present at lower redshift.
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Lemasle et al. 2013). It is remarkable, however, that the metallicity of GRB-DLAs does
not seem to be as redshift dependent as the metallicity of QSO-DLAs. At lower redshifts
the HI column density of GRB absorbers is much larger than that of QSO-DLAs.

Concerning α-element overabundance, Rafelski et al. (2012) argue that the α-to-iron-
group abundance ratios in QSO-DLAs are consistent with those of halo-stars in the Milky
Way. Unfortunately, with the lack of a reliably determined column density of zinc we can-
not distinguish the scenario, where dust-depletion and α-element overabundance both
are present, from the scenario where α-element overabundance and dust-depletion both
are absent.

address the issue of α-elements overabundance.
The afterglow spectrum of the high-redshift GRB 100219A (z = 4.7) studied by Thöne

et al. (2013) reveals a substantially higher metallicity of [M/H] = −1.0± 0.1 and evidence
for either depletion on dust grains or a strong α-element overabundance ([S/Fe] = 0.8).
The GRB 100219A absorber is also substantially more complex with five velocity compo-
nents spread over 160 km s−1 whereas we only require two components separated by 70
km s−1 to fit the metal lines from the GRB 111008A absorber. Higher velocity widths for
GRB 100219A compared to GRB 111008A are also expected due to the relation between
velocity width and metallicity (Ledoux et al., 2006; Neeleman et al., 2013).

The study by Rafelski et al. (2014) measures metallicities of 17 QSO-DLAs with z =
3.64 − 5.08. They show that the metallicity of QSO-DLAs decreases rapidly at z > 4.7,
likely because the state of the gas in the outer part of DLA-galaxies changes at this
redshift. It is unknown whether GRB-DLAs exhibit the same trend. So far the only
GRB-DLAs with a well-determined metallicity at z > 4.7 are GRB 111008A and GRB
100219A. Since GRB-DLA sight lines have a different origin than QSO-DLAs it is not
evident whether or not a similar decline in the metallicity of GRB-DLAs is be present.

7.8.2 The intervening DLA

The z = 4.6 intervening DLA absorber has a high neutral hydrogen column density,
which is consistent with being among the highest column densities of the 18 QSO-DLAs
observed at similar high redshifts by Rafelski et al. (2014). A high metallicity is also indi-
cated by the large equivalent width of SiII λ1526. This suggests that this is not a typical
intervening system likely associated with the outer regions of the absorber (Prochaska
et al., 2007b). It is possible that the line of sight towards the GRB crossed inner parts of
the foreground absorber, thus showing higher column densities and metallicity. Further
observations can potentially reveal the nature of the intervening absorber.

7.9 Summary

With spectroscopy of the GRB 111008A afterglow we have a rare chance of studying the
properties of a sight line originating in a star forming region of a z = 5.0 galaxy. By ana-
lyzing absorption lines from the interstellar medium of the GRB’s host galaxy a metallic-
ity of [S/H] = −1.70± 0.10 is measured, and from fitting the spectral energy distribution
the dust extinction is determined to be AV = 0.11± 0.04 mag. The dust-to-metals ratio is
equal to or lower than what is observed in the Local Group. Determination of the dust-
to-metals ratio of such high-redshift environments is important, since it can potentially
constrain dust production mechanisms.
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GRB 111008A offers two noteworthy features: it is the highest redshift GRB host
galaxy with such a precise metallicity measurement, and it is also the first time fine struc-
ture lines from FeII have been observed at such a high redshift. This is special because
the signal-to-noise required to detect the relatively weak fine-structure lines is often not
reached at high redshift. Their presence unambiguously confirms the absorption system
as the GRB’s host galaxy.

In the sight line towards the GRB is also a DLA at z = 4.6. The metallicity of this
system is constrained by [Si/H]> −2.15 at a 2σ limit, [Fe/H]= −1.61± 0.17 and [Ni/H]
= −1.33 ± 0.12. The role of dust depletion is unclear. With photometric observations of
the field surrounding the GRB’s position performed roughly two years after explosion
we detect emission from a source, which could be the intervening system. The offset
between the detected source and the GRB sight line would be 4± 1 kpc at the redshift of
the intervening DLA. Deeper observations could potentially reveal whether or not this
source is related to the intervening DLA at z = 4.6.
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7.10 APPENDIX: The issue of saturation for the S II 1253-transition

In Section 7.3.1 it is mentioned that the SII λ1253 transition is mildly saturated. To clearly
address the issue of saturation for this transition we developed a multi-component line
fitting code, where the Monte Carlo Markov Chain (MCMC) package, Emcee (Foreman-
Mackey et al., 2013), is used as fitting method. Such MCMC-algorithms are ideal for cases
with degenerate models. A fit is performed for NiII λ1370 and SII λ1253. In the MCMC
run we use a flat prior with 8 < b(km s−1) < 40 and 12 < logN/cm−2 < 19 for both
S and Ni. Again, we use two absorption components for each transition, and the b- and
z-values are linked between NiII λ1370 and SII λ1253. We sample 96000 points from the
likelihood function after a burn-in of 32000 points (to ensure convergence of the chain).

In Fig. 7.8 the 1σ, 2σ and 3σ contours are shown for the b- and N -values, as well
as contours of constant equivalent width. For NiII λ1370 the column density is well-
constrained for both components5. For SII λ1253 the blue component has a well-constrained
column density, whereas the red component is saturated (the column density can vary by
four orders of magnitude within the 2σ confidence interval).

For NiII λ1370 the difference in logN for the two components is relatively small (for
the blue component logN/cm−2 is only 0.1 dex lower than for the red component). As-
suming the same difference in logN/cm−2 for the two components of SII λ1253, we de-
rive logN/cm−2 = 15.79 ± 0.08, which is clearly consistent with the value reported in
Table 7.1. Thus, the column density of SII can be reliably determined even though one of
the components is saturated.

Finally, we note that the blue component has a larger b-value than the red component
in the model in the present section. This is contradicting the results from Section 7.3.1,
where the red component has a larger b-value than the blue component. The explanation
is that more absorption lines are included in the model in Section 7.3.1. If we remove all
other absorption components than SII and NiII from the model in Section 7.3.1 we get
b = 22.8 ± 4.0 km s−1 for the blue component and b = 15.6 ± 4.3 km s−1 for the red
component, which is consistent with the b-values from the present section. In all cases
(i.e. in the MCMC model, and in the two VPFIT models) we obtain column densities
which are consistent with each other, so this is not an important caveat.

7.10.1 The effect a third absorption component

An assumption in the above derivation of the sulfur column density is that there are only
two absorption components. We will now discuss how a third hidden component would
affect the derived column density of sulfur. The red component of SII λ1253 is mildly sat-
urated, and it would therefore be possible to add a narrow line with the same redshift as
the red component without affecting the way the spectrum looks. We could for example
add an extra component with b = 10 km s−1 and logN/cm−2 = 16.3 without affecting
the spectrum, if the component has a redshift coinciding with the red component.

The blue component is not saturated, so here it is not possible to add such a compo-
nent without heavily modifying the spectrum. The situation is therefore the same as in
Fig. 7.8; the blue component is reliably determined, and the red component is uncertain
because it is saturated, so we can only derive the total column density under the assump-
tion that the ratio between the column density of the blue and the red component is the

5Note that here the contribution from fine structure lines is not included in the column density of nickel
(unlike in Table 7.1, where it is included).
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Figure 7.8: 1σ, 2σ and 3σ confidence levels (solid, dotted and dashed contours, respectively)
for the Doppler-parameters and the column densities for SII and NiII. The grey contours show
regions of constant equivalent width.

same as for nickel. Our conclusion is that the probability that large column densities are
present in a hidden saturated component is low.
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7.11 APPENDIX: The X-shooter spectrum

Fig. 7.9 and 7.10 show absorption lines in the normalized X-shooter spectrum for the VIS
and NIR arms.
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0.0

0.5

1.0

1.5

2.0

AlII
CIV

CIV

FeII

FeII

FeII∗

FeII∗

CI

AlII
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intervening system at z = 4.6. The spectrum is shown in black, and the error spectrum is shown
in gray.
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Chapter 8

Conclusions and perspectives for
further research

In this thesis results from studies from several different fields have been presented. A
selection of results is below:

• Chapter 2 and 3 studied computer simulations of the velocity distribution of dark
matter particles in halo structures. Where baryonic particles usually have isotropic
velocity dispersions, collisionless particles tend to have anisotropic distributions.
The anisotropy of a velocity distributions is usually parametrized as,

β(r) = 1− σ2
tan

2σ2
rad
, (8.1)

where σrad is the radial velocity dispersion and σtan is the tangential dispersion.
With this definition a region with β > 0 has radially dominated anisotropy and
β < 0 means tangentially dominated anisotropy. Hansen et al. (2010) claims that
equilibrated structures exposed to perturbations follow an attractor, which relates
β (at a given radius) to the density slope, γ ≡ d log ρ/d log r, and the slope of the
radial velocity dispersion profile, κ ≡ d log σ2

rad/d log r. Chapter 2 and 3 study the
behaviour of β(r), γ(r) and κ(r) in various numerical simulations. One aim of
these chapters is to study under what conditions structures end up following the
attractor from Hansen et al. (2010). An important finding is that the merging of
two halos produce a structure that does not follow the attractor. The reason for
this is that mergers produce halos with β-profiles that are far from being spheri-
cally symmetric. Since mergers (and anisotropic accretion processes) are frequent
in cosmological structure formation, halos in cosmological simulations are not ex-
pected to follow the attractor from Hansen et al. (2010). Furthermore, many other
analytical models of the equilibrium of dark matter systems assuming spherically
symmetric β-profiles (Hansen & Moore, 2006; Pontzen & Governato, 2013; Hjorth
& Williams, 2010) give an incorrect description of cosmological halos, because these
models assume spherically symmetric β-profiles.

• Chapter 4 studies the Illustris simulation, which is one of the largest hydrodynam-
ical galaxy formation simulations ever made. One result worth pointing out is that
the relation between star formation rate and stellar mass for the galaxies in Illustris
agrees well with observations at z = 0 and z = 4. At z = 2 there are, however, too
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low star formation rates in Illustris, and it is concluded that it is an important chal-
lenge for future galaxy formation models to reproduce the observed normalisation
at z = 2. Another important limitation of the Illustris simulation is that it produces
too few starbursts (starbursts are galaxies with a heavily enhanced star formation
rate compared to the star formation rate – stellar mass relation).

• Chapter 5, 6 and 7 study long gamma-ray bursts and their host galaxies. An im-
portant result is the detection of a core-collapse supernova in the optical spectrum
of a gamma-ray burst at z = 0.55. This is important partially because it confirms
that long gamma-ray bursts can be produced by core-collapse supernovae, but es-
pecially because it establishes that supernovae associated with gamma-ray bursts
can be observed at such high redshifts. Observations of such high-z supernovae as-
sociated with long GRBs have recently received a lot of attention because they can
be used as cosmological standard candles (Li et al., 2014; Cano & Jakobsson, 2014).
Chapter 7 studies the sight line towards a gamma-ray bursts at z = 5, and the dust
extinction and metallicity from the host galaxy are measured. It is shown that the
metallicity is significantly lower than solar metallicity, but the abundance pattern
of the metals is very similar to the solar abundance pattern. This indicates that the
metals in this z = 5 galaxy were formed by the same mechanism(s) as the metals in
the Sun.

As seen, this thesis has presented results in both observational and numerical astro-
physics. In the next couples of years I would like to focus on connecting properties of
star formation in observations and simulations of galaxies. Specifically, I would like to
investigate how star formation at high redshift can be constrained by combining observa-
tions of gamma-ray bursts with cosmological simulations. Another topic from this thesis
I would like to investigate further is the issue of why there are too few starburst galax-
ies in the Illustris simulation. Two projects, which I have already started to work on,
addressing these questions are:

• Gamma-ray bursts in the Illustris simulation: In this project I will study gamma-
ray bursts in the Illustris simulation. To select a population of galaxies that mimic
gamma-ray burst host galaxies I will sample star-forming galaxies, and pick out
recently formed star particles (as also done in Pontzen et al., 2010). These star par-
ticles will like gamma-ray burst progenitors trace regions of recent star formation.
An important aspect of this project is to see how a metallicity cutoff (GRBs mainly
happen in low-metallicity galaxies, Vergani et al. 2014) affects e.g. the stellar mass
function and UV-luminosity functions of the population of gamma-ray burst host
galaxies. It is important to understand this question in order to relate the number
counts of GRB host galaxies to the global star formation rate in the Universe at a
given redshift (as done by e.g. Robertson & Ellis, 2012; Jakobsson et al., 2012).

• Bursty star formation in the FIRE simulations: In this project I will analyse prop-
erties of the star formation histories in the FIRE-simulations (Hopkins et al., 2013).
The FIRE simulations are cosmological zoom-simulations of individual galaxies. A
feature of the feedback model in these simulations is that the characteristic variabil-
ity timescale of the star formation rate is ' 10 Myr, which is much lower than in
Illustris. In this study it will be revealed whether such a model is able to produce
starbursts (unlike the Illustris simulation). It will also be studied how SFRs derived
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from different SFR-indicators deviate from each other: SFR-indicators have differ-
ent sensitivity timescales (ranging from 10 to 100 Myr, see Kennicutt & Evans 2012),
so if the SFR is variable on short timescales ('10 Myr), it is expected that indicators
sensitive to the SFR in the last 100 Myr will over-estimate or under-estimate the true
SFR of observed galaxies.
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